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A group ® of local weights is constructed for the square, honeycomb, and triangular lattices which 
counts for any closed path in the lattice 1/211' times the change in the argument of the tangent vector 
(mod 2) and the number of enclosed units of area (mod 2). These weights are used to evaluate the 
part~tion fu.ncti~n of the two-dimensio;tal Ising model with nearest-neighbor interaction and with a 
partlcular, lmagmary external magnetlc field. For the square lattice, the method gives a result an­
nounced by Lee and Yang. 

INTRODUCTION 

I N their discussion of the two-dimensional Ising 
model for the square lattice, Rac and Ward l 

introduced weight factors which proved useful in 
evaluating the number of closed graphs in the lattice 
via the evaluation of a large-order determinant. They 
were able to rederive Onsager's expression2 for the 
partition function in the case of nearest-neighbor 
interaction and zero external magnetic field. Later, 
Feynman3 conjectured an identity, valid for a large 
class of planar graphs, giving the number of closed 
subgraphs as an exponeut of a sum over weighted 
paths in the graph. Recently, Sherman4.S gave a 
rigorous proof of this conjecture. 

An important feature of both methods is that the 
weight assigned to any path depends only on the 
tI~ocal" behavior of the path. That is, a path is 
gIVen as a sequence of vertices with connecting 
straight-line edges and a weight is assigned to each 
vertex depending on the angle formed by the two 
corresponding edges. The "past" or the "future" 

* This research was supported in part by the U. S. Air 
Force under grant number AF-AFOSR-722-65. 

1 M. Kac and J. C. Ward, Phys. Rev. 88, 1332 (1952). 
2 L. Onsager, Phys. Rev. 65, 117 (1944). 
3 Unpublished. 
4 S. Sherman, J. Math. Phys. 1, 202 (1960). 
5 S. Sherman, J. Math. Phys. 4, 1213 (1963). 

of the path play no role in the assignment at the 
given vertex. The weight of the whole path is simply 
the product of the weights assigned to the vertices 
in the path. Thus, "global" properties are determined 
by "local" properties, and an explicit evaluation is 
quite often possible (by the method of inching along 1). 
In the case of the square lattice in the plane, the 
weight assigned to a "closed" path is (-1)"("), where 
27m(p) is the change in the argument of the tangent 
vector in one traversal of the path p. 

We are interested here in another global property 
which can be determined by local weights. We lose 
immediately the generality of Feynman's conjecture 
and must restrict our considerations to three regular 
lattices in the plane, i.e., square, honeycomb, and 
triangular. However, for the three lattices just men­
tioned, we will derive a system of weights which 
for any closed path will give us, in addition to 1/271" 
times the change in the argument of the tangent 
vector (mod 2), the number of enclosed "units" of 
area (mod 2). Using these weights, one can rederive 
a result of Lee and Yang6 for the square lattice 
giving the free energy per spin at z = -1 (external 
magnetic field equal to ikT7I"/2p,), and one can de­
rive similar results for the honeycomb and triangular 
lattices. 

6 T. D. Lee and C. N. Yang, Phys. Rev. 87, 410 (1952). 
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DISCUSSION OF WEIGHTS 

For the moment, we restrict our discussion to the 
square lattice in the plane, even though it is clear 
that the argument will apply with equal validity 
to the other lattices. Let the lattice points be (m, n) 
where m and n are integers, and let the edges be 
the unit long segments connecting any two nearest 
points in a horizontal or vertical direction. To each 
edge we can assign a direction in two ways. By a 
path we mean a well-defined sequence of directed 
edges, where any two successive edges touch (ter­
minal to initial) and where no two successive edges 
are the same. By a closed path we mean a path such 
that the last edge touches the first edge (terminal 
to initial). The local behavior of a closed path at 
a point is illustrated in Fig. 1. Kac and Ward 
assigned weights a = exp (till'), 1, ex = exp (-till'), 
respectively, to the configurations (i), (ii), (iii) of 
Fig. 1. The weight assigned a closed path is 1 or -1. 
Clearly, the weights are elements from a cyclic group 
of order 8 generated by a. 

If one is interested in assigning local weights, say 
&, /3, a, to the configurations in (i), (ii), and (iii), 
respectively, in Fig. 1, in such a way that a closed 
path has a weight from which one can determine 
"twist" of the tangent vector (mod 2) and enclosed 
number of squares (mod 2), then four weights are 
required for describing closed paths. Moreover, the 
square of all of these four weights must be the same, 
since traversing any closed path twice around yields 
a weight which is the square of that assigned to 
the original closed path, while traversing any closed 
path twice around doubles both the twist of the 
tangent vector and the number of enclosed squares. 
Thus, we are dealing with the four-group 5S := {a, b} 
with a2 = b2 = I, ab = ba. We will require the 
following interpretation for closed paths which have 
the weight indicated. 

I: even twist of tangent vector and even 
number of enclosed squares. 

a: odd twist of tangent vector and even 
number of enclosed squares. (1) 

b: even twist of tangent vector and odd 
number of enclosed squares. 

ab: odd twist of tangent vector and odd 
number of enclosed squares. 

! FIG. 1. The three types of 

! r local behavior of a path at a 
vertex in the square lattice. 

(i) (ii) (lit) 

In general, the weights a, /3, & will be elements 
of a noncommutative group ®. Care must be exer­
cised in assigning weights to a path. We will abide 
by the following rule. 

Rule 1. If a path (directed!) has edges eo, '" , en 
and successive vertices V1, ••• , Vn , and if a~ is the 
weight assigned to the path configuration at V~, then 
the weight assigned to the path itself will be w = 

A closed path may be described in many ways 
as a sequence of edges, each description being de­
termined by the selection of a particular edge as 
the "start." In any case, the weight assigned must 
be invariant under the obvious cyclic permutation 
of the ak's. This means that the four-group 5S:= {a, b} 
must lie in the center of the weight group ®. We 
state this as a second rule. 

Rule 2. The four-group 5S must be a subgroup 
of the center of the group ® generated by the local 
weights. 

In the next few sections, we will construct the 
weight groups, according to the stated rules, for 
the square, honeycomb and triangular lattices, so 
that weights assigned to closed paths have the 
interpretation (1). 

THE SQUARE LATTICE 

The square lattice was described in the previous 
section. We let the local weights, if any exist, be a 
for a right turn, /3 for a move straight ahead, and 
& for a left turn. These weights are to be independent 
of position in the lattice and of the orientation. 

Let us first derive some necessary conditions for 
a, &, /3. In Fig. 2, we have shown schematically 
two closed paths, one of which contains one more 
enclosed square than doe~ the other. Both paths 
have the same twist of the tangent vector. Thus, 
the weight assigned to path 2 is b times that assigned 
to path 1. Since the weights are to form a group, 
we can cancel out the weight assigned to that part 
of the closed path lying between U 1 and Uo, and we 
deduce that ba2 = /3a2/3. Actually, there are several 
relations of this type which can be deduced in a 

• • 

",nO, 
( \ 
\ I 
\ I 

'---' I 

FIG. 2. Two closed 
paths which differ only by 
mclusion or noninclusion 
of sides from a particular 
square. 
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FIG. 3. The numbers indicate 
seven possible positions for the 
directed edge of the closed path as 
the path leaves the central square. 

similar manner. In Fig. 3, we have indicated seven 
possible positions for the vector u" each of which 
leads to a condition. Adding the obvious condition 
a 4 = ~4 ab to these, we can list eight basic 
relations: 

(1) bel = {3a2{3, 
(2) ba{3 = {3a2~, 
(3) ba~a = (3a{:J, 
(4) ba~{:J = {3a~, 

(5) ba~2a = {:J2, 

(6) ba~2{3 = {3~, 
(7) ba~3 a = ~, 
(8) a 4 = abo 

It is amusing to note that the weight group @ 

(if it exists) must be noncommutative. For, if {3 
commuted with a and~, (4) would imply that b = I, 
a contradiction. A bit of guess work is needed here 
to achieve a simplification, the guess being that 
{:J2 "... I. One can then derive from (1)-(8) 

(i) {:J2 = I, 
(ii) ~2 a 2 = b, 

(iii) a~ = &a, 

(iv) {:Ja{:J& = I, 
(v) a4 = &4 = abo 

For example, (ii) follows from (5), (iii) subsequently 
follows from (7), and in turn (iv) follows from (3) 
and (ii). It is not difficult to see that the converse 
is also true, i.e., (i)-(v) imply (1)-(8). 

Relations (i)-(v) define a group @, of order 64, 
with center m = {a, b}. This group will now be 
shown to be the desired weight group. To accomplish 
this end, we must first check the weights assigned 
to two more pairs of related paths, as pictured in 
Fig. 4. It is left to the reader to verify that for the 
first pair the assigned weights differ by a factor 
of ab, while for the second pair the assigned weights 
differ by a factor of a. Now, any closed path can be 
thought of as being formed step by step (in a non­
unique manner) through the addition of some or 
all of the edges of a single square, starting of course 
with a closed path surrounding a single square. The 
considerations above have shown us that the addi­
tion of edges from a single square (with, in general, 
the removal of others) alters the weight in exactly 
the appropriate manner so that the interpretation 
(1) remains valid for the new path if it was valid 

• • 
• 

(i) 
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I , 
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\ I 
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..... _-/ (ii) 

FIG. 4. Two pairs of related closed paths differing only in 
their motion around the central square. 

for the old one. The fact that @ is the desired 
weight group follows by induction. 

THE HONEYCOMB LATTICE 

The method of the last section can be applied 
with equal success to find the weight group @ 

associated with the honeycomb lattice (see Fig. 5). 
At any vertex there are two possible motions, a 
right turn and a left turn, to which we assign the 
weights a and {3, respectively. In Fig. 5, we have 
shown five possible positions for a vector U 1 directed 
away from the central hexagon. For each position 
of u" two different paths connecting Uo and U 1 can 
be drawn using only sides from the central hexagon 
and such that the two paths use different sides. 
In each case the weights assigned to the two different 
paths must disagree by a factor of b. Adding the 
obvious condition a6 = {:J6 = ab, we get six basic 
relations: 

(1) ba2 = {3a4{:J, 
(2) ba{:Ja = {3a3{3, 
(3) ba{:J2 a = {3a 2{:J, 

(4) ba{33a = {:Ja{3, 
(5) ba{:J4a = {32, 

(6) a 6 = abo 

FIG. 5. The numbers 
indicate five possible 
positions for the di­
rected edge of the 
closed path as the path 
leaves the central hex­
agon. 
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" ..... , / , , , 
, I 

...... _ .... '" 

FIG. 6. A pair of related closed paths differing only in the 
direction of their motion around the central hexagon. 

A simplification is achieved by adding the condition 
0/ = {3-3. This added condition implies, for example, 
that (1) and (4) are equivalent and (2) and (5) 
are equivalent. Our simplified conditions become 

(i) a? = {3-3 

(ii) 0/ = {36 = ab, 
(iii) a{3a{3 = b. 

Note that (iii) follows immediately from (1) Or (2). 
Relations (1)-(6) are implied by (i)-(iii). For ex­
ample, to show (3) we deduce from (iii) that 

a{33 = b{32a2{32 and a' = (ba2)2 = a6 ({3af1)2. 

Thus, 

and (3) follows. 
Relations (i)-(iii) define a group @, of order 96, 

with center {a3
, b) ::::> m == {a, b). This is the 

desired weight group, as can be proved by the same 
method outlined in the last section. It is left to 
the reader to verify that the appropriate relation­
ship exists between the weights assigned to the two 
paths pictured in Fig. 6. 

THE TRIANGULAR LATTICE 

At any vertex of a triangular lattice there are 
five possible motions. We assign weight {3 to a step 
straight ahead, weight a (or &) to a turn to the 
right (or left) through 60°, and weight 'Y (or 1) 
to a turn to the right (or left) through 120°. As is 
indicated in Fig. 7, we would expect to start the 
analysis with 12 basic relations. We shall not do 
this, for one is very fortunate here to be in one 

FIG. 7. The numbers indicate 
eleven possible positions for the 
directed edge of a closed path as 
the path leaves the central triangle. 

of those rare and lovely situations in mathematics 
where for no apparent reason a gross simplification 
is possible. The weight group @ can be taken to 
be the commutative group, of order 24, generated 
by a

6 
= a and b. In terms of a and b, the local 

weights are 

LI -1 a = a, u = a , 
{3 = b. 

Using the above, it is easy to show that all pairs 
of paths starting with U o in Fig. 7 and differing 
only in the inclusion of some or all of the sides of 
the middle triangle have weights which differ by 
the proper factor. The proof that @ is the weight 
group goes as before. 

MATRIX REPRESENTATION 

In what follows, it will be necessary to have a 
matrix representation for a certain quotient group 
of the weight group @. If sr = {ab} denotes the 
normal subgroup of @ of order two which is gen­
erated by ab, the group to be represented is .p=@/sr. 
We will continue to use a, {3, etc. to represent 
(hopefully without confusion) the cosets to which 
they belong in .p = @/sr. The coset containing 
a and b will be denoted by - I. 

A. The Square Lattice 

The relations which define .p = @/st for the 
square lattice are 

a4 = {32 = {3a{3& = I, 

aa = aa~ 

A matrix representation in 2 X 2 matrices of .p is 
given by 

a = (~ ~), 

B. The Triangular Lattice 

The relations which define .p 
triangular lattice are simply 

a
6 = {3 = -I. 

@/st for the 

Thus, a representation is possible in terms of twelfth 
roots of unity. We have 

{3 = -1, a = &-

exp (1l·i/6), 'Y = 1- = exp (411"i/3), 

The bar is written as a superscript because of 
typographical difficulties. 
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C. The Honeycomb Lattice 

The relations defining .s;> = @/sr in this case are 

(i = {33 = a{3a{3 = - I. 

Unfortunately, we have been unable to find a rep­
resentation for .s;> in terms of matrices of usefully 
small order. There is one representation in terms 
of 6 X 6 matrices which we will mention in passing. 
We set 

o A 0 

a = 0 0 B 

AB 0 0 

where A and B are the 2 X 2 quaternion matrices 

A = (~ ~), B = U ~). 

and where 0 is a 2 X 2 zero matrix. 

LOW-TEMPERATURE EXPANSION 

Let .£ be a lattice of one of the three types under 
consideration having N vertices labeled i = 1, 2, 
... , N, and let any vertex have an even number 
of edges touching it. Edges in the lattice have d 
different orientations or directions. For the square 
lattice d = 2, while for the honeycomb and triangular 
lattices d = 3. In the Ising model a spin coordinate 
u, = ±I is attached to the ith vertex, and between 
any two nearest-neighbor vertices i, j in the S 

direction, there is postulated an interaction energy 
constant J. = Kij. The partition function is then 

Z = L exp {A L KijUiUj + B £. Ui}' 
spins edges i-I 

where A and B are suitable constants depending 
on the absolute temperature T, a magnetic moment 
p., and an external magnetic field X. Low temperature 
expansion formulae are known for Z (see, for ex­
ample, Newell and Montrolf). In particular, it is 
known that 

Z(z) = CN 

m,nt.· ··,nd 

(2) 

where C is a suitable constant, and where 

x. = exp (-2J./kT), z = exp (-2p.H/kT). 

The coefficient gN(m; n I, ... , nd) is the number 
of closed graphs in the dual lattice .£* (the lattice 
formed from .£ by drawing an edge bisecting each 
edge of .£ and connecting these new edges at points 

7 G. F. Newell and E. W. Montroll, Rev. Mod. Phys. 25, 
353 (1953). 

in the center of each unit cell of .£) having n. edges 
in the direction Sol (the direction perpendicular to s) 
and having m enclosed units of area. The sum in 
(2) is taken over all closed graphs in .£*. 

We are especially interested in the case in which 
the magnetic field is so chosen that z = -1, i.e., 
X = ikT1r/2J.1.. In that case, we can write 

Z( -1) = CS L hN(m; nI , ... ,nd) 

nl,'" ,nd 
m=O,l 

where hN(m; n I, ... nd) is the number of closed 
graphs in the dual lattice having n. edges in the 
direction Sol and having m(m = 0, 1) (mod 2) 
enclosed units of area. Following the lead of Feyn­
man, we now propose a method for evaluating 
Z( -1). Let p be any closed path in the dual lattice 
.£* having n. edges in the direction Sol. Let W(p) be 
the weight assigned to p according to Rule 1 by 
means of the weight group @* of .£*. If W(p) is 
either I or ab, we take W(p) = 1; otherwise, we 
take W(p) = -1. We then form the sum 

8 = L W(P)x~' ... X;d 
p (nI + ... + na)' 

(3) 

taken over all possible closed (directed) paths p. 
Then we claim that 

Z(-I) = CN exp (-8/2). (4) 

One can give a rigorous proof of (4) along the lines 
of argument in Sherman4

,5 where the evaluation of 
Z(I) is considered. The only formal difference in the 
evaluation procedure for Z(I) and Z( -1) is in the 
choice of weighting W(p) for closed paths p. For 
Z(I), one takes W(p) = 1 if W(p) is I or b, and 
W(p) = -1 otherwise. 

A small simplification is achieved if one assumes 
that the weight W(p) associated with a closed path 
p is formed as an ordered product of the elements 
a, (3, etc. considered as representatives of the cosets 
in @*/sr. In this way, W(p) is automatically identi­
fied with 1 or -1, i.e., with W(p). 

CALCULATION OF Z(-I) 

An explicit calculation of Z( -1) will now be made 
for the square and honeycomb lattices with N 
vertices. Theoretically at least, one can also make 
the corresponding calculation for the triangular lat­
tice. However, there are practical difficulties in 
tarrying through the computation. In our calcula­
cions, boundaries will be ignored. Heuristically, this 
is equivalent to examining the dominant part (as 
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N ---7 (0) of Z ( -1) for lattices embedded on the 
torus. In the case of torus embedding, the number N 
of vertices (and hence squares) must be even in 
order that our evaluation of "enclosed" area (mod 2) 
of any closed path will make sense. On the torus, 
there is no real distinction between the inside and 
outside of a nonintersecting closed path, so the 
number of area units in the two regions determined 
by the closed path must have the same parity. 
Perhaps this explains the point raised by Sherman 4 

in connection with the Lee-Yang formula (see be­
low). 

In the evaluations, we assume that the weights 
from ®* commute with the indeterminants x, and 
with the complex constants exp (27ri8) and exp (27riep). 

A. The Square Lattice 

To evaluate S in (3), and hence Z( -1), in this 
case, we employ weighted random walks. The dual 
lattice .e* is again the square lattice. If we wanted 
simply the number of randolll walks of length k in 
.e* (ignoring boundaries), we would introduce a 
"characteristic" function 4>= Lv .. v,-±l exp (u 127ri8+ 
u227riep), which describes one step of the random 
walk, and we would compute n f~ 4>k d8 dep. Although 
the computation of S follows the same lines, there 
is a complication in that each vertex of a path 
corresponds to four "states," one for each of the 
directions of the path when entering the vertex. 
Thus, we introduce the characteristic matrix ;m = 
;m(8, ep) to describe one step of our weighted paths. 

{3ux1 0 &!JX2 aVX2 

;m= 0 {3ilx1 avX2 avx2 U= exp (27ri8), 

exUX l &ax1 {3VX2 0 V = exp (2'1riep). 

aUX l aUxl 0 {3VX2 

It is noted that mi; gives the appropriate weight 
(includes indeterminant x;) to the motion from direc­
tion i through the vertex to direction j, according 
to the labeling of directions in Fig. 8. We interpret 
a, {3, a to be cosets in ®* /~. It follows that (ignoring 
boundaries) 

S = N t Tr {11 11 ;mk(8, ep) d8 dep} 
k~l 0 0 k 

= -N f f Tr {In (I - ;m)} d8 dep. 

The computation of Tr (;mk) or Tr {In (I - ;m)} 
is complicated by the fact that ;m contains non­
commutative elements from ®*/~. One avoids this 
difficulty by introducing the matrix representations 

4 

FIG. 8. Labeling of directions, with 
assignment of indeterminant, for square 
lattice. 

of ®*/~ presented in Sec. 5. Let mi(8, ep) ;m 
be the 8 X 8 matrix formed from ;m by replacing 
a, {3, a (and 0) by their 2 X 2 matrices 

a = (~ ~), {3 = (~ ~), a = C~ ~). 

Then, 

and we have 

N (1 1 

S = -2 10 0 Tr {In (I - mi)} d8dcp 

NJI Jl = -- In II - mil d8 dep . 
2 0 0 

An incredibly tedious computation shows that 

II - mil = (1 - x:)2(1 - X;)2 

+ 4x~(l - X;)2 sin2 2'1r8 

+ 4 2(1 2)2. 2 2 X2 - Xl sm 'lrep. 

Thus, to within a constant, 

1 1 (11 

N In Z( -1) ---7 "4 10 0 In II - mil d8 dep, 

which is the Lee-Yang formula. 6 

B. The Honeycomb Lattice 

In this case, the dual lattice .e* is the triangular 
lattice. At each point of the triangular lattice there 
are six outward directions, which for our purposes 
are labeled (with indeterminants) in Fig. 9. To keep 
track of the position in the lattice, we introduce the 
complex weights u = exp (27ri8) for a step in direc­
tion I, v = exp (27riep) for a step in direction 3, 
and w = exp [27ri(8 + ep)] for a step in direction 5. 
Steps in the opposite directions are assigned the 
conjugates. The characteristic matrix ;m == ;m(8, ep) 

3 

6 

5 

4 

FIG. 9. Labeling of directions, with 
assignment of indeterminant, for tri­
angular and honeycomb lattices. 
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in this case is then 

-XlU 0 -YX2V aX2v a:raW 'Yxaw 
0 -xlu ax2v -yX2V 'YXaW a:raw 

:m:= 'YXlU iixlu -X2V 0 axaw -yxaw 

a:rlu 'YX1U 0 -x2v -yxaw axaw 
ax1u -yx1u a:r2V 'Yx2v -XaW 0 

-yx1u ax1u 'YX2V iix2v 0 -xaw 
where a = exp (7I"i/6) and l' = exp (47ri/3). Ignoring 
boundaries, we have that 

S = -N r 11 Tr In (I - :m:) de dcp 
• 0 0 

= -N { { In II -:m:1 dedcp. 

By means of an even more tedious calculation than 
that for the square lattice, one can show that 

II - :m:1 = (1 + x~)(1 + x~)(1 + x~) - 8XlX2Xa 

where a and /3 satisfy the group relations a 3 = fJa = 
afJa{3 = - I. It follows that (ignoring boundaries) 

S = -N { f Tr {In (I - :m:)} de dip. 

The complication that :m:k contains elements from 
the noncommutative group @*/sr comes back to 
haunt us here. If one attempts to avoid a direct 
computation of :m:k by the method of substituting 
a matrix representation for a and fJ in :m:, one finds 
the resulting composite matrix of relatively high 
order. If in particular we form mt by replacing a, f3 
and 0 by their 6 X 6 matrix representations given 
in Sec. 5, we are led to the problem of evaluating 
the determinant II - mtl of order 36 X 36. (Egad!) 

In any case, the final result is 

1 1 1111 N In Z( -1) ~ 12 0 0 In II - mtl dO dcp, 

so the only problem which remains is to evaluate 
II - mtl· 

ACKNOWLEDGMENT + 2x l (1 - xD(l - xi) cos 271"e 

+ 2x2(1 - x~)(1 - xi) cos 271"cp 

+ 2xa(1 - xD(1 - x;) cos 271"(e + cp). 

The author is grateful to Dr. Colin Thompson 
for reading through the original manuscript and for 

(5) offering useful suggestions. 

Thus, to within a constant, 

1 11111 N In Z( -1) ~ 2 0 0 In II - :m:1 de dcp, 

where II - :m:1 is given in (5). 

C. The Triangular Lattice 

In this case the dual lattice £* is the honeycomb 
lattice. At each point of the honeycomb lattice, 
there are s£x possible outward directions, three of 
them being excluded for the particular point in 
question. Thus, we can once again take the labeling 
of Fig. 9. We can also use again the complex weights 
u, v, and W for keeping track of the position in 
the lattice. The characteristic matrix :m: == :m:(0, cp) 
in this case is 

0 0 0 ax2V {3xaw 0 

0 0 ax2v 0 0 {3xaw 

:m:= 0 /3X{U 0 0 ax3W 0 

/3x1u 0 0 0 0 aXaw 

axlu 0 /3x2v 0 0 0 

0 axlu 0 /3x2v 0 0 

ADDENDUM 

Since the appearance of the original version of 
this paper, Freeman Dyson and the author have 
succeeded in finishing the evaluation of Z( -1) for 
the triangular lattice. One begins with the observa­
tion that 

1(1-. -1-.) 
a = '21-i l+i, 

is a representation of the honeycomb lattice group 
H = G / K: aa = {33 = a{3afJ = -1. Substituting 
these matrix representations for a and (3 into the 
characteristic matrix :m: yields a matrix mt and an 
evaluation of II - mtl gives 

II - mtl = 1 + 2x~x;(1 - X;)2 cos 471"(0 - cp) 

+ 2x~xi(1 - X;)2 cos 471"(2e + ip) 

+ 2x~x~(1 - X~)2 cos 471"(0 + 2cp) 

- 4x~x;xi + x~x: + x~x: + x:x:. (6) 

To within a constant, 

1 11111 N In Z( -1) ~ 4 0 0 In II - mtl de dcp, 

where II - mtl is given in (6). 
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The recently discovered conservation laws for the "zilch" of the electromagnetic field (of which a 
simple derivation is presented) are examined in the context of a general discussion of bilinear con­
served quantities in free-field theories. It is shown that there is always an infinite set of these quantities, 
and a method of finding them all is presented and illustrated by applications to simple theories. The 
existence of these conserved quantities is shown to be a consequence of the fact that the momentum­
space density is constant in time. 

l. INTRODUCTION 

T EN new conservation laws for the electromag­
netic field in vacuum have recently been dis­

covered by Lipkin,1 who has termed the correspond­
ing conserved quantities the "zilch" of the electro­
magnetic field. The present paper was motivated by 
a desire to understand these laws. This investigation 
has led to a more general study of conservation laws 
for noninteracting fields. 

We begin by presenting an alternative proof of 
the conservation of zilch. We show that, by using 
the dual tensor *F"" one can write the zilch tensor 
in a form in which it is obviously conserved in virtue 
of the wave equation. In Sec. 3 we show that for 
any noninteracting field there is an infinite set of 
conserved quantities corresponding to densities which 
are local bilinear functions of the field variables. 
In any particular case, the entire set can easily be 
found, as we show by considering some simple 
examples. 

These conserved quantities take on a particularly 
simple form in momentum space. Their conservation 
is a consequence of the invariance in time of the 
momentum-space density. Thus it is only in very 
special circumstances that we can expect any of these 
conservation laws to carryover to the case of inter­
acting fields. 

2. CONSERVATION OF ZILCH 

The electromagnetic field is described by the 
antisymmetric tensor F",. It is often convenient to 
introduce also the dual tensor *F". defined by2 

* The research reported in this document has been spon­
sored in part by the Air Force Office of Scientific Research 
OAR through the European Office, Aerospace Research, 
U. S. Air Force. 

1 D. M. Lipkin, J. Math. Phys. 5, 696 (1964). 
2 The notation is as follows: Greek indices run from 0 to 3, 

and we use a metric with signature (1 - 1 - 1 - 1) and 
scalar product k·x = kOx o 

- k·x. The completely anti­
symmetric tensor is EX",P with E0123 = 1. Derivatives with 
respect to x" are denoted by a comma. 

(1) 

Using standard identities it is easy to verify the 
important identity 

*F'XF - 1 "*FKXF - "E H X" = 4 ul' All: = U'" • • (2) 

In terms of F and *F, Maxwell's equations may be 
written simply 

F"'.r = 0, *F"'., = o. (3) 

We shall define 

Z" - *F"xF F"x*F "p = AJI,p - hV,p· (4) 

Later we shll show that this is equivalent to Lipkin's 
definition. Using the identity (2) differentiated with 
respect to X p, we can write (4) in the alternative form 

Z" - *F"xF + *F FX" 1 '"*FKXF vp = XJI,p II)..P - jU" )..",p. (5) 

It follows immediately that Z is symmetric in its 
first two indices, 

and also traceless in the same pair 

Z""P == 0. 

(6) 

(7) 

These are identities. From Maxwell's equations 
(3) we see that also 

Z"Pp = 0, (8) 

so that all the contractions of Z vanish. Making 
explicit use of the symmetry (6) we can rewrite (4) 
in the form 

(9) 

where AapB == !CAB.p - A,pB). Then it follows 
from the wave equations 

OF", = 0, o (10) 

that 

Z"'P,p = 0, (11) 

1022 
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and hence that the ten quantities 

Z"' == J d3x Z""o (12) 

are constants of the motion. These are the ten 
components of zilch. [Actually, in view of (7), there 
are really only nine components.] 

Next we note that 

Z~p - Z:. = *F"''(F~.,p - F~p,.) 

- F"''(*F~"p - *F~p,,) 

-*F"'~F.p,~ + F"'~*F.p,~ 
= (*F~"'F.p - F~"'*F,p),A' (13) 

using Maxwell's equations first in their cyclic form 
and then in the form (3). The right-hand side of 
this equation can be expressed in terms of the 
Maxwell stress-energy tensor 

T"', == F"'AF~. - to~F·~F~ •. 

It is easy to verify that 

*F~"'F'P - F~"'*F'P = t(E·"'·PTA• - lA'PT"'. 

- E·pA"T'. + E··A"TP.). 

It follows, using T~,A = 0, that 

Z""P - Z"'P' = t( - E·~'PT"'.,A 

+ E·~P"T·.,A - E·A·"TP.,~). (14) 

Taking the divergence with respect to the index p 

and using (11) we find that 

Z"P'.P = O. 

Hence Z is divergence-free in all its indices. How­
ever, the corresponding conserved quantities are not 
independent of zilch, because for p = 0 the right 
side of (14) can always be written as a spatial 
divergence (using conservation of T P

.). 

It is easy to establish the relationship with 
Lipkin's definition of zilch, using (14). In fact, 

Z""P = tez
p

"" + ZP'''') + teE·Ap"'T'. + E·Ap'T"'.),A, 

and the right-hand side of this equation may be 
identified as Lipkin's expression [Eq. (4) of Ref. 1]. 

It is evident that the conservation of zilch follows 
directly from the fact that Z can be written in the 
form (9), and that the fields satisfy the wave equa­
tion (10). We shall see in the next section that 
there is a large class of conservation laws of this 
type for any free fields. 

3. GENERAL FREE FmLD 

Let us consider a free field cP with n real com-

ponents CPr which satisfies the Klein-Gordon equation 
for mass m, 

(15) 

and possibly some additional subsidiary conditions. 
We write the plane-wave decomposition of cP in the 
form 

( ) 1 J d3

k [ -ik'x (k) + ik·x *(k)] cP x = (21T)3 2ko e cp e cp , (16) 

where kO == (k2 + m2)!. The Fourier component 
cp(k) has the form 

cp(k) = L a., (k)u., (k) , (17) ., 

where the u., (k) are a complete set of c-number 
solutions of the subsidiary equations. 

Now let us consider the conditions under which 
a bilinear expression of the form 

J p = f>pp(ia, {a)cp (18) 

satisfies the continuity equation 

J P
• P = O. (19) 

Here Pp(k', k) is an n X n matrix polynomial in 
the components of the 4-vectors k' and k. The expres­
sion (18) may always be symmetrized so that Pp 
satisfies the condition 

(20) 

with the upper sign for Bose fields and the lower one 
for Fermi fields. Clearly, a sufficient condition that 
(19) should follow from (15) is that P should satisfy 

(k p + k;)P"(k', k) = 0 

for all 4-vectors k and k' such that 

(21) 

(22) 

In particular, it is sufficient if P p is proportional 
to (kp - k;); that is, if J p involves the two-sided 
derivative ap • 

To find a necessary condition, we may substitute 
(16) and (17) into 

(23) 

It is easy to see by inspection that Q will be a 
constant of the motion if and only if the terms in 
aa and a*a* are identically zero. The condition for 
this is 

Ua ( -k)PO(kO, -k; kO, k)uAk) = O. (24) 

Since for this case k'p + kp is in the time direction, 
this amounts to requiring that (21) should hold for 
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all the components satisfying the subsidiary condi­
tions. This condition is clearly also sufficient to 
guarantee that JP satisfies (19). When it is satisfied, 
Q reduces to 

(25) 

provided that we subtract out the vacuum expecta­
tion value in the usual way. 

We tum next to the problem of finding all the 
conserved quantities of this form. Evidently, many 
different matrix polynomials P p can lead to the same 
conserved quantity Q. It will be convenient to 
introduce the variables 

P = !(k - k'), q = t(k + k'), 

which in view of (22) satisfy 

p2+q2=m\ P'q=O. 

The conditions (20) and (21) then take the form 

Pp(-p, q) = ±Pp(p, q), 

qPP/p, q) = O. 

(26) 

(27) 

Since Q depends only on Pp(p, 0), two polynomials 
which become equal for q = 0 lead to the same 
conservation law. Hence it is unnecessary to con­
sider any terms in q, and we may restrict our 
considerations to polynomials of p alone. To il­
lustrate the method, we consider some simple 
examples. 

4. EXAMPLES 

A. The Scalar Field 

For a real one-component field, P p must be an 
ordinary polynomial in p, and by (26) must be even. 
Hence we have the sequence of possibilities 

(28) 

All these evidently satisfy (27). The corresponding 
currents are 

Jpp. = -q, ap a"q" 

J p",. = q, ap a" a. a. q" (29) 

etc., and the conserved quantities ill momentum 
space are 

Q" = (;7r)3 J ~:~ k"q,*(k)q,(k), 

Q"" = (2~)3 J ~~ k"k'k'q,*(k)q,(k), (30) 

etc. The first of these is of course the total momen-

tum, and it is easy to verify that Jpp. differs from 
the usual stress-energy tensor 

T p" = CP.pCP." - tgp"(¢,Aq,,. _ m2cp¢) 

by an explicit divergence. In fact, 

T p " - J p" = Hcpcp),p" - igpicpq,)'\, 

which is always a spatial divergence for p = O. 
If the field is charged, it has two components 

which are connected by the charge matrix 

q = r: -;1. 
In this case, there are sequences of symmetric 
matrix polynomials similar to (28), but also an 
antisymmetric sequence 

P = qpp, 

The first of these yields the usual charge current 
J p = q,2apq,1, and total charge 

(31) 

B. The Spinor Field 

Next we consider a real (Majorana) spinor field 
satisfying the Dirac equation3 

i'y"ifi.p. = mifi· 

The matrix P p in this case must be a linear combina­
tion of the sixteen matrices {j, (3'Y", (30'"., i(3'Y,,'Ys, (3'Ys. 
However, Q involves only the matrix elements 
ut(P)Ppu(p). Thus, because of the identities 

mu(ph"u(p) = p"u(P)u(P), 

mu(p)i'Y"'Y5u(p) = !€"PK'P.u(p)o'«'u(p), 

mu(ph.u(p) = 0, 

it is sufficient to consider matrices Pp proportional 
to either (3 or (30'",. Moreover, since 

p"u(P)o'".u(P) = 0, 

it is unnecessary to consider any contractions be­
tween p" and the spin matrices. 

It follows from the symmetry condition (26) that 
(3 must be multiplied by an even function of p and 
{jO'". by an odd function. Hence we obtain the two 
sequences 

Pp = ppp,,(3, 

Pp = Pp(3O'"., ----
3 We use a Majorana representation of the Dirac matrices 

in which all four Dirac matrices 'Y" are pure imaginary, 
and (3, (3'Y", (3u"., i(3'Y,,'Y6, (3'Y6 are Hermitian. We write u". = 
!i[ 'Y", 'Y.] and", = ,/;t (3. 
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The first two of these yield the currents 

(32) 

and hence the conserved quantities 

QP = (2~)3 J ~~~ kPif;(k) 1/;(k), 

QP' = (2~)3 J ~~~ if;(k)qP'1/;(k). (33) 

As before, QP is the total energy-momentum of the 
field, and J.P differs from T.p by an explicit diver­
gence. 

C. The Vector Field 

For the spin-one field the role of the c-number 
solutions u(k) is played by the polarization vectors 
£(k). If we denote the matrix elements of p. by P/', 
then the condition for conservation is 

• 'P'~(P) - 0 q 10. p €~ - • (34) 

From the polarization vectors we can form three 
irreducible tensors, 

It is unnecessary to consider terms in which any 
of these are contracted with p, because such terms 
yield vanishing contributions to Q. Moreover, none 
of these tensors is itself automatically orthogonal 
to q. Thus the only way of satisfying (34) is to make 
Pp proportional to PP' Hence we obtain three sets 
of possible polynomials 

(35) 

It is a simple matter to write down the corresponding 
conserved quantities, but we shall not do so explicitly. 

D. The Electromagnetic Field 

It is of course possible to regard the electromag­
netic field as a special case of the vector field, and 
the polynomials listed above do indeed yield con­
served quantities for this special case. However, most 
of them are not gauge invariant. The corresponding 
densities are local functions of the vector potential 
Ap but not of the field variables Fw To find gauge­
invariant conserved quantities we could proceed by 
looking for linear combinations of these polynomials 
which vanish when 10 is replaced by k or 10' by k'. 
However, it is just as simple to start again, using 
the Fl" instead of the AI' as field variables. We have 

to find polynomials p. such that 

lq·f:~p:~·P.·(P)fp.. = 0 

for all fl" satisfying 

(36) 

(37) 

We proceed exactly as before. From t:~ and fl" 
we can form six irreducible tensors, four symmetric 
in f' and f, and two antisymmetric. They must be 
multiplied by even and odd functions of p, respec­
tively. As before, we need not consider terms in 
which any of the tensors is contracted with p, 
because these yield vanishing contributions to Q. 
Two of the six tensors (those corresponding to 
energy-momentum and zilch) already satisfy (36) 
by virtue of (37). The remainder must be multiplied 
by PP' 

Three of the six possible types of polynomial are 
in fact trivial, and yield vanishing conserved quanti­
ties Q. These are the ones whose first members are 

pp!(f'PJ\ - f'.~f\). 

[To see this, note that in Q we have fp..=i(pp€.-P.€p.), 
f'p.. = i(pp€: - P.€'p.), with p2 = p'€ = p.€' = 0.] 
Hence we are left with three families of polynomials, 
two symmetric ones and one antisymmetric. Their 
first members are 

!(i' p>.f\ + f'p.>.f\) - 19 ppf' .>.t· , 

which yields energy-momentum conservation, 

pp[!(*f'p.J\ + *f'.>.f\) - 19p.*f'.J~·]' 

which yields conservation of zilch and, finally, 

ppPvH(f'.pf.>. + f' •• fp.>. + f'>.J •• + f'>..!p.) 

- !gp..(f'"f\ + f'>..i'.) 

- !g.>.(f'.pf: + f' .. f/) + ig.>.gp..f' a~fPa]. 

These three sets correspond to the three sets (35) 
obtained for a massive vector field (though of course 
the correspondence is not one-to-one, since some 
members pf the latter sets cannot be made gauge­
invariant). 

We note finally that in momentum space the 
conserved zilch tensor takes the form 

ZP' = _1_ J d3

k (kP 'v.~ + k' pV'>')k 
(2'lIl 2ko E E v 

X A ~(k) A>.(k), 

or, equivalently, in the Coulomb gauge, 

, -1 J d3k 2kP.k' 
ZP = (211')3 2ko ~ k·(A* xA). 
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5. CONCLUSION 

We have shown that for any free field one can find 
an infinite set of conserved quantities with densities 
which are local bilinear functions of the fields. 
Physically, these conservation laws are a direct 
consequence of the fact that the momentum-space 
density cf>(k)cf>t(k) is constant in time. Very few of 
them can be expected to carryover to the case 
of interacting fields, apart from the ones associated 
with known symmetry properties, though of course 

JOURNAL OF MATHEMATICAL PHYSICS 

a conservation law valid for interacting fields must 
reduce to one of those listed when the interaction 
is turned off. Most of these laws are probably of 
little practical importance, though for some purposes 
it may be useful to have an exhaustive list. 
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It is s~own that the eq~ation T~w(TP~ + TdP~):p + T~~(T~. - Td~.)I~ = 0, where T~. is a null anti­
sym~etrIc tensor an~ T d Its dual! IS necessary and suffiCIent that there be a two-component Majorana 
neutrmo field. That IS, the neutrmo field may be described solely in terms of tensorial quantities and 
operations, without the need for spinors. 

I. INTRODUCTION 

T HE statement is often made in the literature 
of physics that spinorial quantities, for example 

the Dirac 1/;, are necessary for the description of 
the properties of the fields of physics. The implica­
tion is that it is not possible to use only tensorial 
quantities to describe nature, and such is simply 
not the case. One can, in fact, with a little effort, 
avoid the use of spinors in describing the electron, 
for example. 

Whittaker' showed in 1936 that the Dirac equa­
tion could be written in vectorial form. Nonetheless, 
he did not really complete the process. Our aim 
in the present work is to write down a single equation 
for a single tensorial quantity which will replace 
the usual equations for the neutrino. That is, we 
will show that a tensor equation for an antisym­
metric null second-rank tensor is necessary and 
sufficient to describe the two-component neutrino. 

Our analysis might be presumed to be rather 
academic in scope and aim, but such is not neces­
sarily the case. Quantum mechanics and general 
relativity are not unified yet, and any avenue of 

1 E. T. Whittaker, Proc. Roy. Soc. (London) A158, 38 
(1936). 

approach to such a unification must necessarily 
accomplish the aim of describing fermions in a way 
compatible with the formalism of tensor analysis. 

Another point of interest which our analysis is 
applicable to is the following. Classically at least, 
the energy and momentum of a field is mathe­
matically described on the basis of a Lagrangian 
formalism. That is, conventionally one defines the 
energy-momentum tensor as that which is conserved 
due to translational invariance of the Lagrangian. 
If, for example, one could describe the neutrino 
tensorially, one might then find a vastly different 
Lagrangian formalism, which in turn would lead to 
a different coupling of neutrinos and gravitation. 

Before proceeding, we remark that we will use 
a very common notation, with Minkowski coor­
dinates (X4 = ict), such that the spatial components 
of vectors are real, and the time component imagi­
nary. In general, the notation is that of Roman.2 

II. MAJORANA NEUTRINOS 

We consider a two-component description of the 

2 P. Roman, Theory of Elementary Particles (Interscience 
Publishers, Inc., New York, 1961), 2nd ed. 
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5. CONCLUSION 

We have shown that for any free field one can find 
an infinite set of conserved quantities with densities 
which are local bilinear functions of the fields. 
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neutrin03 given by 

where 

'Yi}~if; = 0, 

if; = if;c, 

(1) 

(2) 

(3) 

if;C == C,r = C'Y!if;*, (4) 

'Y! = -C-I'Y~C. (5) 

The symbol t denotes ordinary transpose, * de­
notes complex conjugate. C is the Schwinger matrix. 

We use the Majorana description solely for con­
venience. The Weyl or Lee-Yang description would 
do as well for our analysis. With our description, 
the only nonzero bilinear covariants available are 

V~ = ih~if;, (6) 

T~. = !i1Ji('Y~'Y. - 'Y.'Y~)if;, 

*T~. = !i1Ji'Y5('Y~'Y. - 'Y.'Y~)if;, 

where *T~. is the dual of T,,,, i.e., 

(7) 

(8) 

(9) 

Using results reported elsewhere/ we know that 

V~ V~ = 0, T~.T~. = 0, T~.*T~. = 0, (10) 

T~. v. = 0, *T~. V. = 0, (11) 

T~.Tp. = V~ V p = -*T~.*TP'> (12) 

where the summation convention on repeated indices 
is used. 

It follows that T~. has but four independent (real) 
components. These four components correspond to 
the two independent complex components of if;. 

For further development, it is convenient to use 
a Majorana representation' of the 'Y~. In this rep­
resentation, 

if;C = if;*, (13) 

so the four components of if; are real. We readily 
calculate the components of our bilinears. For 
example, 

VI = if;~ + if;! - if;~ - if;~, (14) 

V2 = -2(if;1if;4 + if;2 if;a) , (15) 

and so on. 
Now let us see what differential equations the 

bilinears obey as a result of if; obeying the Dirac 
equation. We easily see that 

3 Reference 2, p. 306. 
4 R. Penney, J. Math. Phys. 5, 1657 (1964). 
6 Reference 2, p. 126. 

(16) 

(17) 

where we have defined 

p. == i1/i(a.if;) - i(a.1/i)if;, 

Qt == ihs(a.if;) - i(a.1/ihsif;. 

(18) 

(19) 

Next, using the results of Whittaker I as a guide, 
we may easily show that 

(a},. V~)TI" = V.PA, (20) 

(a},. V,.*)TI" = - V.Q}", (21) 

after a trivial calculation which is best done by 
calculating a few components of each side of the 
equations. 

m. THE CONVERSE PROCESS 

We know that if if; obeys the Dirac equation, our 
bilinears obey certain differential equations. We may 
then investigate the problem of whether the opposite 
is true. 

The answer is that we may write down a set of 
differential equations for T~. which allow us to 
retrieve our if; and its Dirac equation. To see this, 
write the Dirac equation in our representation: 

A := -alif;4 + a2if;1 - aaif;a - ia4if;4 = 0, 

B := 01 if;a + a2if;2 - aaif;4 - ia4 if;a = 0, 

(22a) 

(22b) 

C := alif;2 - a2if;a - aaif;1 + ia4if;2 = 0, (22 e) 

D := -alif;1 - a2if;4 - aaif;2 + ia4if;1 = 0. (22d) 

Now, consider the vector relation expressed by 

a~{TI" + i *T~.} = p. + iQ., (23) 

where the i-factors ar~ to ensure the appropriate 
reality conditions. By writing out our four equations 
explicitly, we have 

(if;1 + if;a)A - (if;4 + if;2)D + (if;, - if;2)B 

+ (if;a - if;1)C = 0, (24a) 

(if;4 - if;2)A + (if;1 - if;a)D + (if;a + if;1)B 

+ (if;2 + if;4)C = 0, (24b) 

(if;2 + if;4)A - (if;1 + if;a)D + (if;1 - if;a)B 

+ (if;2 - if;4)C = 0, (24c) 

(if;a - if;1)A + (if;2 - if;4)D - (if;2 + if;4)B 

- (if;1 + if;a)C = 0. (24d) 

Unless the determinant of coefficients vanishes , 
we will have that A, B, C, D vanish. However the 
determinant is, explicitly, 

-(if;~ + if;~ - if;~ - if;!)2 = - V~, (25) 

and therefore vanishes only if VI, the first component 
of V~ should vanish. In general, it is not possible 
for VI to vanish. That is, we may by accident find 
that VI vanishes in some particular Lorentz frame , 
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but by a simple transformation we can always ob­
tain a frame in which the determinant does not 
vanish. 

We must conclude that we have a vector equation 
which implies Vt obeys the Dirac equation. Thus, 
if it is possible to obtain Vt from knowledge of T/", 
we have necessary and sufficient conditions. 

Whittaker I has shown explicitly that a null self­
dual tensor is equivalent to a two-component spinor. 
We will not repeat the analysis here, but it is clear 
from his results that, given a null antisymmetric 
tensor Tp., we have always a corresponding spinor 
(CPh CP2). The real and imaginary parts of CPI and cP~ 
correspond to our four real components VtIVt2VtaVt4' 
It is easy, but unnecessary, to detail the prescription 
for Vt. in terms of CPt and CP2 and thus in terms of 
T ".. We are already in possession of such a cor­
respondence implicitly. 

IV. TENSORIAL DESCRIPTION OF NEUTRINOS 

We are now able to write down a single tensor 
equation for a single tensor quantity which is equiv­
alent to a two-component spinor description of the 
neutrino. 

For this purpose we will, at the risk of some 
confusion, use real coordinates, as appropriate to 
the tensor analysis of general relativity. First, we 
recapitulate what we have found. 

The analysis in the previous section shows that, 
given a null antisymmetric tensor TI'" 

TI'.T". = 0, T".*TI" = 0, (10) 

we may derive the vectors VI" P", QI' by the pre­
scriptions (due to Whittaker I

): 

T".Tp • = V" V p , 

(all V")T,,. = V ,1\, 
(all V/)T". = - V.QlI' 

(12) 

(20) 

(21) 

and may also find the spinor (CP!CP2) or the Majorana 
wavefunction Vt by Whittaker's prescription.l 

If, then, we subject this tensor to the differential 
equation 

o"{T,,. + i *T".} = P. + iQ., (23) 

we indeed have neutrino physics. However, this 
prescription does not fulfill our aim. 

Let us therefore define the combinations 

S". == T". + i *T"., 

AI" == TI" - i *Tp.., 

(26) 

(27) 

(28) 

Then, if our differential equation is obeyed we have 

(a). V")A,,. = v.a,Sp). (29) 

by eliminating R).. We then use 

A",V. = 0 

to write 

and multiply by V 8 here to obtain 

(30) 

(31) 

Vo v.a,s," + Vo V"ollA". = O. (32) 

We then use the fact that V" Vp can be expressed 
in terms of T "., to write 

T 8"T."o.Spll + T."T""OllA". = 0, (33) 

which will be so certainly if 

In terms of T". alone, this last equation is 

T,,,op(Tp). + i *Tpll) + T""o).(T". - i *T".) = o. 

(34) 

(35) 

We write our equation for TI" in the form ap­
propriate to general relativity, by using real coor­
dinates and the covariant-contravariant notation. 
With a bar (I) denoting covariant differentiation, 
we have 

T:(TP
). + T~"),P + T""(T". - Td".)llI = 0, (36) 

where T~" is the dual tensor to Tpll. 

V. CONCLUSIONS 

We have shown that a single tensorial equation 
involving a single tensorial quantity may be written 
down which is necessary and sufficient to ensure 
that there exists a Vt function which obeys the 
Dirac equation. 

The tensor equation which is equivalent to the 
Majorana theory of the neutrino is not very simple, 
but it does exist. We could, in fact, describe the 
neutrino solely in terms of a null antisymmetric 
tensor if we so desired, at least classically. Such a 
procedure would be decidedly inelegant in general, 
but could be useful for certain purposes. 

At least our results should serve to remove some 
of the mystery surrounding the use of spinors in 
physics. It may be much simpler to describe the 
neutrino with spinor calculus, but it is not necessary. 

A similar program may be carried out for the 
general four-component electron equation, of course, 
but there seems no compelling reason to do so at 
the present time. Whittaker'sl results show that, 
in principle, one does not need spinors to describe 
the electron. 
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A set of necessary and sufficient conditions involving only the metric tensor and the Einstein 
tensor G". are given which thereby guarantee that G". may represent the stress-energy tensor of 
a massive real scalar field. One of the conditions is nonlocal, and is a demand that the energy tensor 
vanish at spatial infinity. 

INTRODUCTION 

I N 1925, Rainich1 succeeded in showing that one 
could geometrize the Maxwell source-free electro­

magnetic field. That is, Rainich showed that there 
was a set of algebraic and differential conditions 
which one could impose upon the Einstein tensor 
G". which would ensure that G". would represent 
the Maxwell stress-energy tensor. 

Wheeler2 and his collaborators have used the 
Rainich results in attempting to understand the 
diverse connections between geometry and the clas­
sical field theories of physics. 

In the present analysis, we wish to show that 
there exists a set of algebraic and differential con­
ditions which are necessary and sufficient that G". 
should represent the stress-energy tensor of a mas­
sive, real, scalar field, i.e., a "meson." Previously, we 
have displayed the conditions for a massless3 real 
scalar field. 

The problem of the massive scalar field has been 
treated by Peres,4 who found certain necessary con­
ditions which must be true for a tensor to represent 
the stress-energy tensor of a "meson." However, 
Peres did not find all of the necessary conditions, 
and did not show sufficiency. 

In the next section, we will examine the necessary 
conditions that a tensor must fulfill in order that 
it may represent the energy tensor of a meson. We 
will then prove the sufficiency of the conditions. 

We adopt a notation as follows. The real coordi­
nates are XOX

1
X

2
X

3 where XO is ct. The metric is such 
that, locally, the signature is (1, -1, -1, -1). The 
Einstein tensor G". is given in terms of the Ricci 
tensor by 

G". = R". - !Rg" •. (1) 

The trace of a mixed tensor is denoted by the same 

1 G. Y. Rainich, Trans. Am. Math. Soc. 27, 106 (1925). 
2 J. A. Wheeler, Geometrodynamic8, (Academic Press, Inc., 

New York, 1962). 

symbol as the tensor itself, without indices. For 
example, 

T == g"·T". = T:. (2) 

Finally, covariant differentiation is indicated by a 
slash between indices; with this notation, the con­
tracted Bianchi identities are 

G".I. == O. (3) 

n. NECESSARY CONDITIONS 

We consider the usual stress-energy tensor for 
a massive scalar field, viz. 

T". = CP"CP. - !cp"p"g". + !k
2
cp2g"., (4) 

where 

cP" == CPI" = iJcp/iJx". (5) 

We now define the tensor 

S". = T". - iTg". = CP"CP. - icppcpPg"., (6) 

and also the two tensors 

(7) 

(8) 

Following Peres,' we could note that the necessary 
and sufficient conditions that U", be of the form 
Cp"CP. where cp" is a 4-vector are 

U",,,U,, = Um,U"" (9) 

but we prefer in the sequel to use the tensor Ww 
The reason for our choice is that we already know 
the conditions which must be imposed upon W". to 
guarantee its form, viz., 

W <0, 

Woo> 0, 

(W~ - !Wg~){Wa.BI'Y - W"'Y'.B1 = 0, 

(lOa) 

(lOb) 

(lOc) 

(10d) 
3 R. Penney, Phys. Letters 11, 228 (1964). 
4 A. Peres, Bull. Res. Council Israel, 9F, 129 (1960). as previously shown.3 

1029 
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The conditions on W~v are necessary and suf­
ficient that W~v be of the desired form, with cp" the 
gradient of a scalar. 

The relation between T~. and W~. may be also 
written as 

T., - tTg.v = W.v - tWg~v, (11) 

so that, in fact 

(12) 

where A2 is a positive-definite scalar function. 
We need now write conditions on T ". which will 

ensure that A2 is no longer arbitrary, but is in fact of 
the form !k2cp2, where cp is the scalar function which 
determines CPw 

First, suppose that A2 is indeed of the form desired. 
Then, we find that 

(13) 

Conversely, if this latter condition is obeyed, we will 
have 

(14) 

where 

A = ±(k/V2)cp + Cl, (15) 

where Cl is a fixed constant. 
Now, physically speaking, T~v must be a bounded 

tensor in the sense that, for large spatial distances, 
Tpv should vanish. Otherwise, the energy and mo­
mentum of the field described by T "V would not be 
bounded. 

On the other hand, for large spatial distances, the 
metric tensor must approach Euclidean values, un­
less one imagines distant sources of gravitation. We 
are thereby led to demand that 

lim T~v = 0, (16) 

The boundary condition on T .v, which seems 
necessary on physical grounds, is sufficient to elimi­
nate the undetermined constant Cl, as is readily 
appreciated. 

m. SUFFICIENCY OF THE CONDITIONS 

Let T "v be a tensor which is restricted by the fol­
lowing conditions: 

T~v = T.~, 

T~vl. = 0, 

Too> 0, 

(17a) 

(17b) 

(17c) 

T < 0, (17d) 

(17e) 

and the conditions given by Eqs. (lOa), (lOd), (13), 
and (16), where WI" is given by Eq. (8), S". by (6), 

(18) 

and k2 is a fixed contant. 
Using the tensor conditions, it follows immediately 

that W., is of the form 

W •• = Cp"cp, - !CPpcpPg." (19a) 

CP. = CPI", (19b) 

as we have previously shown. Thus, T., is determined 
to be 

T~, = cp~cp, - !CPpcpPg". + A2gw (20) 

Next, applying the conditions on A, we have 

(21) 

which gives unambiguously that 

A = ±(k/V2)cp + cl • (22) 

Therefore, we have the result 

T~. = Cp"CP. - !cppcpP g~. + aecp2 ± v2cl kcp + cDg~., (23) 

which will vanish for large spatial distances only 
if Cl vanishes. 

Before closing this section, we must emphasize 
that all of our conditions are conditions on the tensor 
T " •. A2 and WI" may be expressed entirely in terms 
of T". and are introduced only to avoid clumsy ex­
pressions. In particular, we have 

A2 == tT + [-h(T"'T". - tT2)]I. (24) 

Thus, we have accomplished our aim. By replacing 
T", in our conditions by G"., we have geometrized 
the massive real scalar field, in the sense of the 
Rainich geometrization of the Maxwell field. 

A geometry in which G". is restricted by our con­
ditions is interpreted as implying the presence of a 
"meson" field. Such an interpretation follows from 
the usual field equations of general relativity, 

(25) 

IV. THE LIMITING CASE OF ZERO MASS 

For the massless meson, we know that 

(26) 

whence we see that WI" reduces to T"., or, that is, 
A2 vanishes. The constant k 2 must also vanish, and 
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our conditions reduce to 

Tp.. = T'M (17a) 

Tp..l. = 0, (17b) 

Too> 0, (17c) 

T < 0, (17d) 

Tp."T.<x = !T2g~, (27) 

(T~ - !Tg~){T<x1l1 "I - T""III1} = 0. (28) 

and Eq. (16). 
Aside from the boundary condition, these re­

strictions are the conditions previously3 found for 
the massless meson. The symmetry, and the van-

JOURNAL OF MATHEMATICAL PHYSICS 

ishing divergence of T 1" are trivial conditions since 
the Einstein tensor obeys such identities. 

v. CONCLUSIONS 

We have found necessary and sufficient conditions 
which must be imposed upon a Riemannian geometry 
in order that we may consistently interpret the 
geometry in terms of a massive "meson" field. 

Analogously to the development of the Maxwell 
field in terms of geometry,2 the present analysis 
permits a geometrical interpretation of a classical 
field of physics. 

Further analysis of the geometrodynamical con­
sequences of our conditions may be expected to 
lead to deeper understanding of geometrodynamics2 

itself. 

VOLUME 6, NUMBER 7 JULY 1965 

Bosons and Fermions 
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It is proven that one cannot construct boson creation and annihilation operators from a finite 
number of fermion operators. The proof follows from the isomorphism of the fermion algebra and 
the algebra of Dirac matrices. 

I. INTRODUCTION 

I N the present analysis, we wish to address our­
selves to the problem of "Inaking bosons from 

fermions." Before proceeding further, we must clarify 
this concept. 

As usual, we consider a fermion field to be de­
scribed by a set of annihilation and creation opera­
tors in the Fock scheme. The anticommutation rules 
for these operators are the usual ones. We wish to 
investigate the possibility of combining such opera­
tors to produce a set of boson creation and annihila­
tion operators. 

The connection between boson and fermion opera­
tors has been studied by Case,l who showed that 
one could not, for example, produce a theory of 
gravitons using quadrilinear combinations of the 
operators for a two-component neutrino field. Our 
investigation will be more restrictive than Case's 
since we will consider only a finite number of fermion 

1 K. M. Case, Phys. Rev. 106, 1316 (1957). 

operators, but more general in that we allow more 
general combinations of the fermion operators. 

We intend to prove that one cannot form a boson 
creation operator from a finite number of fermion 
operators. Our result may help to explain, for ex­
ample, why the creation operators for Cooper pairs2 
in the BCS theory of superconductivity retain their 
Fermi-Dirac statistics. 

II. TWO-FERMION PROOF 

We consider the possibility of constructing a com­
bination of two fermion creation and annihilation 
operators to Inake a boson creation operator. Let 
us suppose, therefore, that we have two operators 
Al, A2 and their Hermitian conjugates obeying the 
rules 

(1) 
Z J. Bardeen, L. N. Cooper, and J. R. Schriefi"er, Phys. 

Rev. 108, 1180 (1957). 
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(1) 
Z J. Bardeen, L. N. Cooper, and J. R. Schriefi"er, Phys. 

Rev. 108, 1180 (1957). 
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We then define the combinations 

BI == Al + A!, 

B2 == i(AI - A!), 

B3 = A2 + A~, 
B4 = i(A2 - A~), 

(2) 

(3) 

and we thereby summarize the properties of AI, A2 
as 

B"B. + B.B" = 20"., 

B~ = B". 

(4) 

(5) 

The set of operators B" is thus seen to be isomor­
phic to the Dirac 'Y-matrices. As usual, therefore, we 
may form the Clifford algebra3 of the B" with the 
members 

(6) 

and generically denote the 16 members by r '" where 
r I is the unit operator. 

We may now use all of the well-known properties 
of the r" to solve our problem. We ask whether a 
function of the r '" say fer ,,) exists with the property: 

[f, f*l- = 1, (7) 

which is the minimal property of a boson operator 
which we must demand. 

First we note that, most generally, 

(8) 

where the a" are c-numbers. The properties of the 
r" ensure that no powers of r" occur. We separate 
the unit element so that 

16 

f = a l + L a"r '" (9) 
,,-2 

16 

f* = aT + La!r", (10) 
.. -2 

and demand that 
16 16 

L L a"a~[r"r.]_ = l. (11) 
,,-2 ,,-2 

The terms in ai, a! obviously commute with all 
others, so our remaining sums do not include r l · 

Since r I does not occur in the series, we may use 
the well-known fact that each r" commutes with 
eight other r. and anti commutes with eight others. 
Thus every term in our series has the property 

[r"r.]_ = 0, or 

= 2r"r •. 

(12) 

(13) 
3 P. Roman, Theory of Elementary Particles (North-Holland 

Publishing Company, Amsterdam, 1961), 2nd ed., p. 114. 

Our demand therefore reduces to 

(14) 

where the primes denote the omission of the van­
ishing terms. 

Now we recall that r"r. = 1 if and only if fJ. = v. 
But all terms for which fJ. = II are excluded in the 
primed sums because they gave zero for the com­
mutators. Next, we realize that r"r. is proportional 
to some rp ~ 1, so our sum reduces to the form 

16 1 
LQ"r" =-. ,,-2 2 

(15) 

Renaming QI = -t here, we see that we are 
demanding 

(16) 

which, due to the linear independence of the r ", 
would demand that QI vanish. Thus our demand is 
absurd, and we have proved that we cannot con­
struct a boson from two fermions. 

ill. N-FERMION PROOF 

It is easy to see that method of proof can be ex­
tended to any finite number of fermions. We simply 
form 

Bj = Aj + A~, 
B j+ 1 = i(Aj - A~) 

for each fermion operator, and see that 

B,Bj + BjB, = 20ij, 

B~ = B j • 

(17) 

(18) 

(19) 

(20) 

We thereby have the properties of the fermion 
operators contained in a Clifford algebra of (2N)2 
numbers. The basic properties we have used in the 
proof for N = 2 are the same for any N, and the 
proof follows trivially. Note that we are in general 
allowing for products of 2N fermion operators in 
our combinations. 

IV. APPARENT CONTRADICTION OF 
THE THEOREM 

It is important to realize that, in proving our 
theorem, we have assumed nothing about the states 
upon which our operators act. The fact that one is 
able to construct boson creation operators from 
fermion operators, as illustrated by Case, I is due to 
further assumptions concerning the states utilized in 
a particular theory. For example, if one supposes 
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that the boson operators act only upon states of the 
form of a "Dirac filled sea," in which all negative 
k states are filled for large k, and all positive k states 
are empty for large enough k, then one is able to 
construct boson operators. 

The well-known analysis4 of the neutrino theory 
of light uses the fact that neutrinos may be con­
sidered to occupy all negative energy states, and 
assumes that all positive energy states for high 
energy are empty. By this assumption, Born and 
Nath5 were first able to construct creation and an­
nihilation operators for photons from those for neu­
trinos. 

Thus, our theorem illustrates the important point 
that the commutation rules for operators may seem 
to differ depending upon the assumptions concern­
ing the states upon which the operators act. Lieb 
and Mattis,6 for example, have found that certain 
density operators for a one-dimensional electron gas 
"model" have bosonlike commutation rules, due to 
the existence of a filled Dirac sea, as first realized 
by Born and Nath.5 

Actually, the commutation rules of operators 
should be independent of any assumptions concern­
ing the states upon which the operators act. Thus, 
we are faced with an apparent dilemma which must 
be resolved. To understand the problem, we may 
consider a trivial example. 

Let us suppose we have a single creation operator 
of the fermion type, with its annihilation operator. 
The only irreducible representation of the concomi­
tant algebra, as is well known, is of the form of 
2 X 2 matrices, 

a = (8 A), a* = (~ 8), (21) 

which therefore operate upon states of the form 

.p = 'Pi &) + 'P2(~)' (22) 

Now it is possible for us to assume that our opera­
tors only act upon those states for which 

a.p = 0, (23) 

in which case, our operators, acting upon such states 
obey 

aa* - a*a = 1, (24) 

as is easily checked. The point is that our choice of 
states upon which the operators act is a projection 
of the whole space, and the "altered" commutation 

4 M. H. L. Pryce, Proc. Roy. Soc. (London) A165, 247 
(1938). 

5 M. Born and N. S. N. Nath, Proc. Indian Acad. Sci. 
A3, 318 (1936). 

6 E. Lieb and D. Mattis, J. Math. Phys. 6, 304 (1965). 

rules are true only in the sense that the operators 
themselves are altered. In the present example, our 
restriction of states allowed only part of the opera­
tors to operate, and the apparent "boson" rules we 
obtained were meaningless. 

In a similar manner, the apparent change of com­
mutation rules for the operators used by Case,i or 
Lieb and Mattis,6 obtains because of assumptions 
concerning the Hilbert space wherein the operators 
perform. To Hlustrate this point quite clearly, we 
consider certain operators, first used by Born and 
and Nath.5 

Let ak, at be a denumerable set of annihilation 
and creation operators for fermions obeying 

and define 
R 

f = L atak+i' 
k--R 

R 

f* = L at+iak, 
k--R 

where R is a large number. 

(25) 

(26) 

(27) 

(28) 

(29) 

Using the commutation rules, we easily calculate 

R R 

[f, f*]- = L atal: - L at+ iak+l' (30) 
k--R k--R 

which reduces to 

Now, the right-hand side of Eq. (31) has the pos­
sible values 0, ±I, depending upon the assumptions 
concerning the underlying Hilbert space. As ex­
amples we may consider three possible subspaces. 
One subspace contains a finite number of occupied 
states, in which event we may always take R large 
enough to obtain O. Another (unrealistic) subspace 
has a "filled sea" of positive energy states, with 
negative energy states empty, and we obtain -1. 
The last subspace is the usual "filled sea" of negative 
energy states, which gives + 1 for our commutator. 

Thus we really have no contradiction of the the­
orem proved in the present analysis. Nonetheless, 
one can make boson operators from fermion opera­
tors, provided one operates only within a projected 
region of Hilbert space, and that no operations in­
volved remove one from that particular region of 
Hilbert space. 
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As long as one considers only a finite number of 
fermions, one may not construct bosons. If, however, 
one allows a "filled sea" of fermions, it is possible 
to obtain bosonlike operators. Our theorem is not 
true in the limit of N = <Xl. 

V. CONCLUSIONS 

We have shown that one cannot construct boson 
creation and annihilation operators from a finite 
number of fermion operators. Incidentally, we have 
seen that the commutation rules for fermion creation 
operators are summarized in a Clifford algebra, a 
result which has apparently not been noticed before 
Using the isomorphism of the fermion operators with 
the Clifford algebra, one can deduce the irreducible 
representations very quickly. For one fermion opera-

JOURNAL OF MATHEMATICAL PHYSICS 

tor, the algebra is the Pauli algebra, of course, and 
that fact is commonly used. 

We have also seen that the existence of a filled 
Dirac sea with an infinite number of fermions allows 
one to construct boson operators. As long as one is 
careful to stay within the Hilbert subspace contain­
ing the filled sea, the commutation rules for the 
boson operators remain valid. Thus, the boson opera­
tors constructed by Born and Nath5 and recently 
rediscovered by Lieb and Mattis6 are not in con­
tradiction with our theorem. 
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The restrictions on a previously reported class of exact eigenstates of the pairing-force Hamiltonians 
are removed and it is indicated that all the eigenstates of this Hamiltonian can be included in this 
class. Explicit expressions are given for the expectation values of one- and two-body operators in the 
exact, seniority-zero eigenstates of this Hamiltonian. In particular, a simple expression for the occu­
pation probabilities of the levels of the single-particle potential is given. This expression may be easily 
evaluated for realistic nuclear systems. 

I. INTRODUCTION 

I N a previous paper,l the exact eigenstates of the 
pairing-force Hamiltonian for finite systems were 

studied. This study was motivated by the wide use 
of this Hamiltonian as a model Hamiltonian in 
nuclear physics.2 Some of the results of this study 
were subsequently applied to pairing models of some 
even isotopes of lead.3 This application indicated 
that there is a considerable improvement in the 
accuracY of the model's description of the excitation 
spectra of nuclei when exact eigenvalues of the 
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Hamiltonian are used instead of the currently fash­
ionable approximations to these eigenvalues.2 Sim­
ilar improvements in the description of other nuclear 
properties are to be expected from the use of the 
exact eigenstates of this Hamiltonian. The study of 
these eigenstates is continued in this paper. 

The principal result of I was the demonstration 
of the existence of a new "restricted class" of eigen­
states of the pairing-force Hamiltonian which can 
be written in a particularly simple form. That is, 
the wavefunction of an N-pair state in this class 
was shown to be that of a state of N independent 
pairs in which each pair interacts through an effec­
tive pairing interaction. This result is given below 
in Eqs. (1.1)-(1.12). The states of this class are 
restricted by the set of subsidiary requirements that 
the N single-pair functions which make up an N-pair 
wavefunction must be distinct. In this paper, we 
will discuss these restrictions and indicate how they 
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As long as one considers only a finite number of 
fermions, one may not construct bosons. If, however, 
one allows a "filled sea" of fermions, it is possible 
to obtain bosonlike operators. Our theorem is not 
true in the limit of N = <Xl. 

V. CONCLUSIONS 

We have shown that one cannot construct boson 
creation and annihilation operators from a finite 
number of fermion operators. Incidentally, we have 
seen that the commutation rules for fermion creation 
operators are summarized in a Clifford algebra, a 
result which has apparently not been noticed before 
Using the isomorphism of the fermion operators with 
the Clifford algebra, one can deduce the irreducible 
representations very quickly. For one fermion opera-

JOURNAL OF MATHEMATICAL PHYSICS 

tor, the algebra is the Pauli algebra, of course, and 
that fact is commonly used. 

We have also seen that the existence of a filled 
Dirac sea with an infinite number of fermions allows 
one to construct boson operators. As long as one is 
careful to stay within the Hilbert subspace contain­
ing the filled sea, the commutation rules for the 
boson operators remain valid. Thus, the boson opera­
tors constructed by Born and Nath5 and recently 
rediscovered by Lieb and Mattis6 are not in con­
tradiction with our theorem. 
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of this Hamiltonian as a model Hamiltonian in 
nuclear physics.2 Some of the results of this study 
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Hamiltonian are used instead of the currently fash­
ionable approximations to these eigenvalues.2 Sim­
ilar improvements in the description of other nuclear 
properties are to be expected from the use of the 
exact eigenstates of this Hamiltonian. The study of 
these eigenstates is continued in this paper. 

The principal result of I was the demonstration 
of the existence of a new "restricted class" of eigen­
states of the pairing-force Hamiltonian which can 
be written in a particularly simple form. That is, 
the wavefunction of an N-pair state in this class 
was shown to be that of a state of N independent 
pairs in which each pair interacts through an effec­
tive pairing interaction. This result is given below 
in Eqs. (1.1)-(1.12). The states of this class are 
restricted by the set of subsidiary requirements that 
the N single-pair functions which make up an N-pair 
wavefunction must be distinct. In this paper, we 
will discuss these restrictions and indicate how they 
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may be removed. The members of this class are 
therefore shown to be completely general. We will 
also consider the calculation of the expectation 
values of one- and two-body operators in these 
eigenstates. 

In studying the restrictions on the eigenstates 
given by Eq. (1.12) below, we find that they can 
only be violated for a finite set of values of the 
interaction strength. They are satisfied for all other 
values. Thus, the results of I are valid everywhere 
except on this discrete set of values of the inter­
action strength. This result is derived in Sec. V by 
showing that if the restrictions are violated, then 
the interaction strength must be a root of an al­
gebraic equation. If the interaction strength is equal 
to one of these excluded values, then the wave­
function and energy of the state may be obtained 
by treating them as continuous functions of the 
interaction strength. Therefore, this continuity of 
the wavefunction and energy is sufficient to remove 
the restrictions and show that the eigenstates have 
the simple product form given below for all values 
of the interaction strength. 

The remainder of this paper is devoted to the 
calculation of the expectation values of one- and 
two-body operators in the seniority-zero eigenstates 
of the pairing-force Hamiltonian. The normalization 
of the states is treated in Sec. II and we obtain a 
simple determinental expression for their normaliza­
tion coefficients. A simple expression for the occupa­
tion probability of the levels of the single-particle 
potential is derived in Sec. III. The evaluation of 
this expression is shown to require the solution of 
an N X N system of linear algebraic equations 
whose coefficients depend upon the pair energies Ew 
In Sec. IV, we evaluate the expectation value of 
b;b" [see Eq. (1.3) for notation]. While the expression 
that we derive for this expectation value is similar 
to that given for the occupation probability, it is 
not as readily evaluated. However, it does suggest 
many approximations that may be used in particular 
calculations. We do not consider off-diagonal matrix 
elements or matrix elements which involve states 
of higher seniority. These matrix elements will be 
the subject of subsequent work. 

The practical aspects of our results should be 
emphasized. For a realistic nuclear system, Eqs. (1.8) 
may be easily solved for the pair energies. Once the 
pair energies have been obtained, the occupation 
probabilities of the single-particle levels may be 
easily calculated, using the results of Sec. III, and 
other expectation values may be calculated using 
the results of Sec. IV. 

For reference, we list here the results of I that 
are used in the subsequent discussion. The pairing­
force Hamiltonian is written as 

H = L 2EIN f - g L b;bl " (1.1) 
f II' 

where the quantum numbers (ju), u = ± denoting 
states that are conjugate with respect to time re­
versal, label the states of an external potential and 
Ef is the energy of the two states (i±). The sums 
in (1.1) are all over a finite set of values of I and, 
in what follows, all such sums will be understood 
to be over this same set of values. The operators 
N", and b f are given by 

(1.2) 

and 

~ = a~a~, O.~ 

where a;IT and afIT are fermion creation and annihila­
tion operators. The seniority-zero eigenstates of (1.1), 
which have N pairs of particles, can be written as 

11f) = (N!)-! L 1f(fl'" IN)b;, ... b;. 10), (1.4) 
f, "'IN 

where 10) is the vacuum state. It is shown in I 
that the wavefunction 1f(fl ... IN) for a restricted 
class of eigenstates may be written as 

1f(fl .,. iN) = O(ft .,. IN)cf>(fl ... IN), (1.5) 

where 

(1.6) 

and 

CP(il ... iN) = ~ p[ g (2E" - EpJ- 1
} (1.7) 

In (1.7), Lp P is the sum of the N! permutations 
P of the indices Pl '" PN which label the pair­
energies E7i • These pair-energies are roots of the 
coupled system of equations 

i = 1 ... N, (1.8) 

where 

FeE) L 1 
f (2Ef - E) 

(1.9) 

and 

(1.10) 

The prime on the sum in (1.10) indicates that it 
is over those values of j that are not equal to i. 
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In what follows, a prime on such a sum will always 
be taken to mean this. The energy of this state 
is given by 

The indices PI ... PN may be defined by 

i = 1 ... N (1.11) 

and are to be thought of as labeling the state under 
consideration. The restrictions on these eigenstates 
are contained in the additional requirements that 
the E pi must be distinct, i.e., 

E pi ¢ Ep/l for i ¢ j. (1.12) 

We defer the discussion and removal of the re­
strictions (1.12) on the solutions of (1.8) until Sec. 
V while we consider the normalization of the states 
in Sec. II and the expectation values of ii, and 
b;b" in Secs. III and IV. These expectation values 
are necessary to calculate the expectation value of 
any one- or two-body operator. 

II. NORMALIZATION OF THE 
WAVEFUNCTIONS 

As our first example of the techniques that may 
be used to calculate with the wavefunctions (1.5), 
we calculate their normalization coefficients. Our 
result will be a simple expression in terms of the 
pair energies that may be easily calculated in re­
alistic situations. 

In order to simplify the notation, we will write 
Ei for E'i and Ei for Epi • There will be no confusion 
over whether i stands for Ii or Pi since this will 
be clear from the context. In this notation, we have 
the wavefunction cp (a function of the N variables 
1 ... N, i.e., 11 ... IN which is implicitly labeled 
by the N indices 1 ... N, i.e., PI ... PN) given by 

N 

cp(l ..• N) = (N!t i eSN II (2E, - E,)-l t (2.1) 
1=1 

where we have introduced the normalization coeffi­
cient (N!)-Ie and have denoted by SN the sym­
metrizer on the N indices of the pair energies, i.e., 
SN is the sum of the N! permutations of the N 
indices which label the E,. 

The normalization coefficient is to be calculated 
from the normalization condition 1 

(V; [ 1/;) = L; IiC1 ... N)cp2(1 ... N) = 1. (2.2) 
1 .. ·N 

We will show that this implies that e-2 is an N X N 
determinant. The diagonal element of this deter-

minant in the (i, i) position will be shown to be 
N 

Ci - 2 L;' E~it 
;-1 

where 

Ci (2.3) 

and 

(2.4) 

The off-diagonal element in the (i, j) position will 
be shown to be 2E~ i' 

Our derivation of the above expression for the 
normalization is in two parts. In the first part, 
we derive an operator-product form for e-2 and, 
in the second part, we derive a recursion relation 
between the operator product for the N-pair system 
and the operator product for an (N - I)-pair sys­
tem. The above results are then proven by starting 
with the easily calculated normalization of a two­
pair system and then using the recursion relation 
to work up to the desired value of N. Throughout 
this proof, we will assume that the pair energies 
are distinct. In Sec. V, we will show that this assump­
tion is satisfied for all values of the interaction 
strength except a finite set of values. The special 
cases when the interaction equals one of the values 
for which our assumption does not hold may be 
treated by using an appropriate limiting procedure 
similar to the one used in that section. We now 
turn to the derivation. 

An operator-product expression for e-2 may be 
derived from (2.2) by making use of the recursion 
relation 

1i(1 ... N) = 1i(1 ... N - 1)[1 - '£ OiN] , (2.5) 
,-1 

between the Ii-functions of Nand N - 1 variables, 
to perform the sum. To make use of this relation, 
we write e-2

, from (2.1) and (2.2), as 

e- 2 = (N!)-1 I~N 1i(1 ... N>[ SN IT (2E, - E,)-IT 

= (N!)-ISNS:r L; 1i(1 ... N) 
1 .. ·N 

N 

X II (2Ei - E.)-\2Ei - E,,)-l 
i~l 

= S:r L; 1i(1 ... N) 

N 

X II (2E, - E,)-1(2E, - E,,)-l t (2.6) 
i-I 

where Sf,. symmetrizes the primed indices i' and 
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sets i' = i. Throughout this section, we will assume 
that the prime on i' is only a mark to distinguish 
it from i for the purposes of symmetrization. Thus, 
the factor in the product with i = 1 is (2E1 -
E1)-1(2E1 - E1T1. We rewrite (2.6) as 

C- 2 = IN(1 '" N), (2.7) 

where I N(1 ••. N) is given by (2.6) and its arguments 
are the indices on the E/s. These arguments will 
be suppressed when it is not important to spell out 
in detail what they are. We now substitute (2.5) 
into (2.6) and perform the sum on the variable N 

IN = Sj. L 0(1··· N - 1) 
1"'.\"-1 

x {[n (2E. - Eit\2E. - E •. t 1
] 

X L (2EN - EN)-1(2EN - EN·)-1 
N 

(iFi) 

X (2E; - E;.)-1(2E; - EN)-\2E; - EN.)-l}. (2.8) 

We next define the "overlap integrals" Ci; by 

Cij = L (2Er - E;)-1(2Er - E;)-l. (2.9) 
r 

Note that, by (2.3), Cii = Ci' Thus, the last factor 
in the first term of (2.8) is CNN" Since we have 
assumed that the pair energies are distinct, we may 
use a partial fraction expansion to rewrite the last 
factors in the second term of (2.8) as 

(2E; - E;)-1(2E; - E;.)-1(2E; - EN)-\2E; - EN.)-l 

= E;NE;'N.[(2E; - E;)-l - (2E; - EN)-l] 

X [(2E; - E;.)-l - (2E; - EN.)-l] 

= 1£;N1£;'N.(2E; - E;)-\2E; - E;.)-l, (2.10) 

where we have defined the operators 1£;; by 

£ij = (1 + Pii)Eij, (2.11) 

where Pij is the transposition i ~ j, operating on 
the indices of the E/s. Substituting (2.9) and (2.10) 
into (2.8), we have 

X L 0(1· .. N - 1) 
l'''N-1 
N-l 

X II (2Ei - E;)-\2E. - E •. )-l (2.12) 
i-I 

apart from the reduction of N by one, the sum in 
(2.12) is the same as the sum in (2.6). We may there­
fore perform the sums on the variables 1 ... N by 
repeated application of (2.12) with the result that 

(2.13) 

We may write (2.13) in a little more compact nota­
tion if we introduce the operators 

L-1 

AL = CLL' - L £iJ£i'L" (2.14) 
i =1 

Note that AL operates on the indices 1 Land 
I' '" L'. In terms of the operators A L , Eq. (2.13) 
becomes 

(2.15) 

where the order of the operators Ak in the product 
is such that k decreases from left to right. In what 
follows, all such operator products will be assumed 
to be written in this order. Equations (2.7) and (2.15) 
yield the desired operator expression for the normal­
ization coefficient. 

It should be noted at this point that Cij, for 
i ~ j, can be given explicitly in terms of the Ei;'S. 
For, if we first perform a partial fraction expansion 
of the summand in (2.9) and then sum on fusing 
(1.8), we obtain 

c.; = E;i(g~l - gil) 
N 

= -4E~; + 2 :E" EkiEk ;, i ~ j, (2.16) 
k-l 

where the double prime on the sum indicates that 
it is over those values of k not equal to i or j. 

It is instructive to consider a simple example of 
Eq. (2.15). We will also need the results of this 
example to initiate the recursion relation that we 
are going to derive later in this section. We therefore 
consider Eq. (2.15) for N = 2, in which case we have 

12 = S~(022' - £12£1'2·)011' 

= SH022'CU' - 2EI2E 1 '2'(Cll' + C22 ,)]. 

where we have used 

S~£12£1'2' 

= SW + P 12)(1 + P l '2·)EI2E1'2' 

= S~(1 + P1 '2,)(1 + PI2PI'2.)EI2EI'2' 

= 2S~EI2E1'2,(1 + P12P1'2') 

(2.17) 

(2.18) 
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in the second term. Equation (2.17) may be re­
written as a determinant, i.e., 

12 = S~ ICll' - 2EI2E I
'2' 

2EI2E I '2' 

2EI2E I '2' I. (2.19) 

C22 ' - 2EI .EI'2' 

When we substitute Cl 2 = -4E~2' which we obtain 
from (2.16), into (2.19) we find that it is only the 
identity permutation in S~ that makes a nonzero 
contribution to 12 , Thus, we have 

12 = ICI - ~E~2 2Ei2 21. 
2El2 C2 - 2El2 

(2.20) 

In the general case, we will see that IN can be 
written as the natural generalization of (2.19) and 

2E2IE 2'1' 

2ENIEN 'I' 

and consider the coefficient of CNN' in this expression, 
then we find that it has the same form as that 
hypothesized for I N _ I (1 ... N - 1) in which, how­
ever, CIi' has been replaced by Cii' - 2E mE;' N'. 
It is to be emphasized that we speak here only of 
the explicit functional dependence of the IN's on 
the Ei;'S and cis. Therefore, the I N _ I (1 ... N - 1) 
mentioned above will not be related to the normaliza­
tion coefficient of an (N - I)-pair wavefunction by 
(2.7) because the pair energies EI ... E N - I that 
appear in it are solutions of the N-pair equations. 
We now show that the coefficient of CNN' in IN is 
given by IN-I' 

Let us denote by [Xlii' the coefficient of Cw in 
the quantity X. Following the outline given above, 
we seek the coefficient of CNN' in IN, i.e., [IN]NN" 
In order to obtain this, we first write 

N 

S~ = S~-I(1' ... N - 1') L Pi'N" 
i=1 

that when it is written in this form only the identity 
permutation in Sf, contributes to IN. Therefore, IN 
will be given by the natural generalization of (2.20). 
This, of course, does not mean that it is only the 
identity permutation in Sf, that contributes to (2.6). 
For, we clearly needed all the permutations in S~ 
in order to write (2.18). However, it does mean that 
we can collect terms and arrange them in such a 
fashion that we can neglect all the permutations 
in S!r except the identity. 

We will now derive a recursion relation that will 
prove that the above determinental form of IN is 
true in general. The derivation is based upon the 
following observation: if we hypothesize that IN 
has a determinental form similar to (2.19), i.e., that 

(2.21) 

(2.22) 

where we have neglected the identity operators in 
Li Pi'N' and :Em in the second term because these 
operators act on II~:~ A k , which does not contain 
CNN', and therefore they can not contribute to [I N]NN" 
The evaluation of (2.22) proceeds with the evalua­
tion of [II~:~ Ak]w which we do in two parts. We 
will first evaluate the "diagonal elements" with i = j 
and then turn to the "nondiagonal elements" with 
i ;;c j. 

For the diagonal elements 

[

N-I ] 

gAk ii" where S~-l (1' ... N - 1') is the symmetrizer op-
erating on the indices l' ... N - 1'. We next write we may write 

where we have used the rearrangement theorem to 
write 

We then have, from (2.15), 

= Jt [AkCi) - Ei~i'k'{ft Akl
i
,' (2.23) 

where we have defined 
L-I 

L :Em~m'L" (2.24) 
m=l 

(m~i.i.···) 
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To this definition of AL(i, j, ... ), we append the 
convention that anyone of the arguments i, j, ... 
that is greater than L - 1 is to be ignored. With 
this definition, Ak(i) - E.kE,'k' which appears in 
(2.23) is the same as Ak with E.J£i'k' replaced by 
EikE,'k" We now prove by induction that 

[il Akl
i

• = IT (Ak - EikE i •k ·). (2.25) 

For i = 1, we have [AIlll' = 1 and, for i = 2, 
we have 

[A 2A I122 · = [(C22' - EI2EI'2,)Alb, 

= Al - PI2PI'2,EI2EI'2,[AI]1l' 

= Al - E2!E 2 '1" 

In the general case, we have 

[il Akl" 

[(c". - f E'iE",.) IT AkJ 
i=i k=1 it' 

Using (2.23) and the induction hypothesis (2.25), 
we may write 

(2.27) 
(k;o<;) 

in the second term of (2.26). Substituting (2.27) 
into (2.26) and carrying out the indicated trans­
positions yields 

i-I 

X II [Ak(j) - EikEi'k']' 
k-I 

(k;O<;) 

(2.28) 

We now perform the sum on j in (2.28) by a 
method that we will use many times in what follows. 
The sum is done by first noting that the operators 
in the second term of (2.28) do not operate on the 
indices ij or i' j'. We may therefore commute E ijE i';' 

past the first (i - 1 - j) factors in the product 
and place it in the position that A, would occupy 
if it were present. "Ve next observe that 

E;~;'k.EiiE"" 

(2.29) 

Thus, if we have commuted Ei,Ei'" past the first 
(i - 1 - j) factors, then we may replace EikE"k' 
in these factors by E'kE"k" Or, equivalently, we 

may replace Ak(j) - EikEi'k' by A k. Equation (2.28) 
then becomes 

i-I 

X II (AI - EilEi'I')' (2.30) 
I-I 

The sum on j may now be performed. For consider 
the term in (2.30) with j = 1. It is 

-(fi Ak)EilEi'I' 
k-2 

and it may be combined with the first term of (2.30) 
to give 

(2.31) 

The term with j = 2 in (2.30) is 

-(fi Ak)Ei2Ei'2,(AI - EiIE"I') 
k-3 

and it may be combined with (2.31) to give 

01 Ak)CA2 - E i2E,·2·)(A I - EilEi'I')' 

In this way, the sum on j in C2.28) may be done 
and the result is (2.25) which completes the induc­
tion. Substitution of (2.25) into (2.23) yields the 
desired expression 

[11 Akli' = 11 [AkCi) - E'kE"k'] 
(k;O<i) 

for the diagonal elements. 
For the nondiagonal elements, we have 

[

N-I ] N-I 11 Ak ii' = )1 [Al(ij) - EjlE"I' 

- EilEi'I,][ir AkJ ' 
k=l ii' 

for i > j, and 

for i < j. We prove by induction that 

[il Akl" 

i-I 

= -EuE"" L [Ak(j) 
k-I 

(k;o< j) 

- 2Ei~"k'], for i > j, 

= [iI AkJ ' for i < j. 
k=l ii' 

C2.32) 

(2.33) 

(2.34) 

(2.35) 
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For example, when ij = 12 or 21, we have 

[A 2A I]21' [(C22' - E I2E I'2,)A lb, 

-PI2EI2EI'2,[AI]U' = -E2IEI'2' 

and in the same way [A2Alb, = -EI2E 2 '1" For 
the general case with i > j, we write 

- i:: PI,EliEI'i,[fi AkJ . (2.36) 
l =1 k=l Ii' 

( I"'il 

(The case i < j should be considered in parallel with 
the case i > j. However, we leave this to the reader 
since the steps in both cases are essentially the same.) 
We use (2.32) for the first term of (2.36) and (2.32), 
(2.34), and the induction hypothesis (2.35) for the 
second term. We then carry out the indicated trans­
positions to obtain 

[iT AkJ = -Ei;E;'i' iT [Ak(j) - EikE;'k'] 
k=l if' k=} 

(k"'il 

i-I i-1 

+ L EiIE/'i' II [Am(lj) - EimEI'k' 
1=1 m=j+l 

i-I 

- E;mE;'m,]Ei;E;'I' II [Ak(l) - 2EikE i 'k'] 

i-I 1'-} 

+ L EiIEI'i' II [Am(lj) - EimEI'm' 
l=i+l m=i+l 

I-I 
- EjmEj'm,]EijEj'I' II [Ak(j) - 2EikE i'k']' (2.37) 

k-I 

We note that the operators EI'm' and E jm in this 
expression operate on En' and E ij , respectively, 
and that 

and 

We may therefore replace the operators El'm' and 
E jm in (2.37) by Ej'm' and E im. With this replace­
ment made, we note that the operators El'i' operate 
on E"l' and may be replaced En" Equation (2.37) 
can therefore be written as 

[iT AkJ = -EijE;'i,{fi [Ak(j) - EikEj'k'] 
k-l ii' k==l 

% EnE'j'I' 11 [AkClj) - 2EikEi'k']}' (2.38) 
(l~j) (k'Jl"![,j) 

The sum on l in (2.38) may be performed by the 
method that was used to sum (2.28) and the result 
is (2.35) which completes the induction. Equations 
(2.33), (2.34), and (2.35) imply that 

N-I 

= -EijEj'i' II [Ak(ij) - 2EikEj'k'] 
k-I 

(k"j) 

(2.39) 

which is the desired expression for the nondiagonal 
elements. 

We may now use (2.32) and (2.39) to evaluate 
(2.22) which we write as 

[IN]NN' = S~_l(I' ... N - I') 

X {TI Ak - 2 % (PiNPi'N,EisEi'N,[g Ak 1i' 

+ % PiNPj'N,EiNEi'N'[TI AklJ}· (2.40) 
(j:;o!i) 

Substituting (2.32) and (2.39) into a typical term 
in the sum on i in (2.40) and carrying out the 
indicated transpositions yields 

[

N-I ] 

2PiNPi'N'EiNEi'N' IT Ak ii' 

N-I 

= 2ENiEN'i' II [Ak(i) - ENkEN'k'] 
k=1 

(k"t- I) 

N-I 

- 2 L Ex,E';'j,ENjEN'i' 
i=i 

(j;>t! 1) 

,N-I 

X II [Ak(ij) - 2ENkE X 'k'] , 
k=l 

(k;;o!i, i) 

(2,41) 

Since this is to be symmetrized by S;'_I (1'· .. N -1'), 
and i' and j' do not occur in the product in the 
second term, we may replace 2Ei 'I,EN'i' by 
(1 + Pi'I,)Ei'I,EN'i' = EN'i,EN'I" Thus, (2.41) may 
be written as 

N-I 

ENiEN'i' II [Ak(i) - EN.EN'k'] 
k-I 

(k"iJ 

+ ENiEN';'{ g [Ak(i) - ENkEN'k'] 
(k#i) 

N-I 

L ENjEN'j' 
i-I 

UFO 
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The terms in the curly brackets can be summed 
by the methods that were used in Eq. (2.28), giving 

N-l 
EN;EN'i' II [Ak(i) - ENkEN'k'] 

k-l 
N-l 

+ ENiEN'i' II [Ak(i) - 2EN~N'k'] 
k-l 

for (2.41). Substituting this into (2.40), we have 

[IN]NN' = S~-I(1' ... N - 1') 

{

N-l N-I N-l 

X II Ak - L ENiEN'i' II [Ak(i) - ENkEN'k'] 
k-l i-I k-l 

(k;Fi) 

The two sums on i may be done by using the methods 
of Eq. (2.28), with the result that 

[IN]NN' = S~-I(1' ... N - 1') 

N 

CI2 + 2E~2 - 2 L EjlE;2 
i=3 

N-l 
X II [Ak - 2EN~N'k'], (2.42) 

k-l 

which is the desired expression for the coefficient 
of CNN' in IN' 

If we compare (2.42) with (2.14) and (2.15), we 
see that our hypothesis, that the coefficient of CNN' 
in IN is just I N_1(I ... N - 1) in which Cw has 
been replaced by Cw - 2E iNE,'N', is proven. Eq. 
(2.42) may be used recursively, starting with the 
initial value of 12 given by (2.19), to prove the 
generalform of IN given by (2.21) if at each recursion 
we take into account the symmetry of IN' 

We finally prove that it is only the identity 
permutation in the Sft of (2.21) that contributes 
to IN. For, consider a permutation of Sfr which inter­
changes l' and 2'. After applying this permutation 
and equating the primed indices with the unprimed 
ones we get, for the top two rows of the resulting 
determinant, 

-2E~2 

N 

C21 + 2Eiz - 2 L E;2Ej1 
i=3 

After substituting (2.16) for C12 and C21, we see that the elements of these two rows are equal and therefore 
the corresponding contribution to IN is zero. The same results are obtained for all the permutations of S~ 
that are not equal to the identity. We therefore have the determinental form 

0 1 - 2 L' E~1 2E~2 2EiN 

IN = 2E~2 O2 - 2 L' E;2 2E;N (2.43) 

2E~1 

for IN' Then, by (2.7), the normalization coefficient 
is given by the square root of the reciprocal of (2.43). 

IV. THE OCCUPATION PROBABILITY 

In this section, we will derive a simple expression 
for the occupation probability, 1 

Nl = (If I G-1 11f) 

eN - 2 L' EiN 

determinant which can be obtained from IN, (2.43), 
by replacing the mth column in (2.43) by (2~l-Em)-2. 
When we combine this with the expression for C2

, 

derived in Sec. II, we obtain 
N 

Nl = L ai(2~1 - E;)-2, (3.2) 

where the a/s satisfy 

= N L e(l ... N)¢2(I .. , N), 
2···N 

(3.1) (c i - 2 L' E71)al + 2Ei2a2 + ... + 2EiNaN 1, 

for the levels of the single-particle well. We will 
use the notation of Sec. II and our methods will 
be very similar to those used in that section. The 
result that we will derive is that NI is C2 times a 
sum of N terms. The mth term in this sum is a 

2E~lal + ... (ON - 2 L' E;N)aN = 1. (3.3) 

Our proof is along lines similar to those used in the 
preceding section for the normalization coefficient. 
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We first derive an operator-product expression for 
Nl that is similar to (2.15). Then, after considering 
the special case with N = 2, we derive a recursion 
relation for these operator products that can be used 
to prove the above result. 

We derive the operator-product form of N 1 from 
(3.1) after substitution of (2.1), i.e., from 

Nt = N(N!f 1C2SN Sfv L 0(1 ... N) 
Z"'N 

N 

X II (2E:, - Ei)-1(2Ei - E,,)-l. (3.4) 
i=l 

Since 11 is not summed in (3.4), the symmetrizer 
SN should be written as 

N 

SN = L Pll S,H(2 ... N), 
I-I 

where SN_I(2 ... N) is the symmetrizeI' operating 
on the indices 2 ... N and may be replaced by 
(N - I)!. Making this replacement and performing 
the sums on 2 '" N in the same way tbat (2.6) 
was summed, we have 

N N 

Nl CZ L: PuSfv II Ak(2EI - Elfl 
l~l k~2 

X (2£1 - E,,)-t, (3.5) 

where the operators Ak have been defined in Eq. 
(2.14). The remainder of this section is devoted to 
a discussion of this operator product. 

As a simple example of Eq. (3.5), let us consider 
the case for which N = 2. We then have 

Nt C
2
(1 + P 1z)SHc22 , - !S'2El'2') 

The other Iw(N) can be obtained from Ill,(N) by 
symmetry considerations. Our recursion relation is 
based upon the observation that if we expand the 
determinant in (3.9) by the minors of the first row 
then the first term is I N _ 1(2 '" N) in which Cit' 

has been replaced by Cw - 2EliEl'i' and the re­
maining terms can be written in terms of I w (N -1). 
To make this more explicit, we introduce the notation 

I,;,(N; 1 .. , N) = I",(N), (3.10) 

i.e., Iw(Nj 1 ... N) is the coefficient Iw(N) in 
the expansion (3.8) in which there are N pair 

X (2E, - E1)-1(2El - E1,)-1 

CZ(l + P1Z)(1 + P 1'2,)(CZ2' - 4E12E 1 '2') 

- E1,)-1 X (2El - E1)-1(2El 
I 

= C
2
(1 + P 1Z)(1 + P1'2') I: 2E12E 1'2' I 

C22 ' - 2Et2El 'Z' 

(3.6) 

Carrying out the indicated transpositions and using 
Cl2 = C21 = -4Ei2' we have 

2Eiz I (2E t - EJ)-Z 
C2 2Ei2 

I 2E,2 11 ""1 

+ tl - 12 I (2El - Ez)2J 
I 2E~2 1 

(3.7) 

which is in accord with (3.2) when we substitute 
(2.20) for C-z. We will show that the natural gen­
eralization of (3.7) holds for arbitrary N. 

We now turn to the derivation of a recursion 
relation for operator products such as (3.5) that is 
similar to the one, (2.42), we derived in our cal­
culation of the normalization coefficient. We start 
by writing the operator product that appears in Nt as 

N N 

LPllS~, II Ak(2El - Alr'(2El - EITI 
I ~1 k=2 

N 

= L lii'(N) (2€1 - E i )-1(2€1 - Ei,)-l. (3.8) 
":,j=1 

The hypothesis we wish to prove is that [weN) 
is given by a determinant that is a natural generaliza­
tion of (3.6), e.g., 

(3.9) 

energies E. which are labeled by the indices 1 ... N. 
Our hypothesis is that Ill,(N; 1 '" N) is given 
by (3.9). Expanding (3.9) by the minors of the first 
row, we see that our hypothesis implies that 

N 

- 2 L: P i'i,E l1E 1'i,L,(N 1; 2 .,. N), (3.11) 
1..i=2 

where the bar means that Cit' has been replaced 
by Cli' - 2EH E 1• i •• Conversely, if we can prove 
(3.11) then, starting with (3.6), we can prove our 
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hypothesis (3.9). We now turn to the proof of (3.11). 
The first step in the proof of (3.11) is an expansion 

of the product 

N 

II A k (2€1 - E 1)-1(2EI - E 1·)-1 
k~2 

appearing in (3.8). Let us define T",CN) by 
N 

II A k (2€1 - E1)-1(2El - E1·)-1 
k-2 and 

N 

X II [Ak(lj) - 2ElkE i'k'], 
k~2 

(k;"j) 

N 

X II [Ak(li) - 2EikEI'N'], 
k=2 

(k¢i) 

(3.17) 

(3.18) 

N 

= .L: TwCN)(2El - Ei)-1(2El - E;-)-I. (3.12) Tw(N) = 2EiJE"'i,EijE,,'i' 
i, i=1 

From this definition, we have 
N 

.L: Tw (N) (2€J - Ei)-J(2EI - E;,)-l 

lli-l 

= AN .L: Tii'(N - I)(2El - E;)-\2EI - E,..)-l 
i. i=1 

from which we can derive the recursion relations 

Tw(N) = [AN(i) - EiNEi'N,]Tii'(N - 1), (3.l3a) 

T;;.(N) = [AN(ij) - EiNE i •N. 

- E;NE"'N,]T;;,(N - 1), 

TiN,(N) = -EiNEN'i,P"N,Tii'(N - 1) 
N-l 

- .L: EkNEN'kPk'N·T;k.(N - 1), 
k~l 

(k;"i) 

N-l 

- .L: ENkEk'N,PkNTw(N - 1), 

N-l 

k~1 

(k;"j) 

= -.L: EkNEk'N,PkNPk'N,Tkk,(N - 1), 
k~J 

(3.13b) 

(3.13c) 

(3.l3d) 

(3.13e) 

for i ¢ j and i, j < N. These recursion relations 
are to be solved subject to the initial condition 

(3.14) 

It is easily verified that the solution of Eqs. (3.13) 
that satisfies (3.14) is 

N 

N 

X II [Ak(lij) - 3Eil"E"N']' 
k~2 

(k;"i. ;) 
(3.19) 

for N > 1, i ;:e j, and 1 < i, j ~ N. This completes 
the expansion of the operator product 

N 

II Ak(2El - Eltl(2EI - El')-l. 
k-2 

We next derive an expression for Ill' (N). From 
(3.8) and (3.12), we have 

.L: I i ,.·(N)(2€1 - E i)-1(2EI - E,..)-I 
ij' 

N 

= .L: PllSf. .L: Tw(N)(2€1 - Ei)-1(2EJ - ETI. 
l=l ii' 

In this expression, we write 

Sf. = S~'_1(2' '" N') .L: P1'm' 

and pick out the coefficient of (2EI - EI)-1(2El 
E I, )-1 to get 

Ill,(N) = S,~.(2' ... N') 

X {~I PIiPI,,.,T;;.(N)}' (3.20) 

We now use (3.14)-(3.19) for Tw(N), carry out the 
indicated transpositions, and partially perform the 
sums on i and j [using the same techniques that 
were used to sum (2.28)J to obtain 

I 11 ·(N) = S:'l-J(2' .,. N1){fi [Ak(l) - 2ElkE 1 • k ,] 
k~2 

(3.21) 
(k;"i) 

Tll·(N) = II rAk(l) - EaEI'k'], 
k~2 

(3.15) which is the desired expression for Ill.(N). 

N 

X II [Ak(1i) - 2E;kEi'k'], 
k-2 (k;"i) 

As our next step, we derive an equivalent expres­
sion for the part of (3.21) that is inside the curly 
brackets. It will be equivalent to (3.21) in the sense 

(3.16) that the two expressions will only differ by terms 
which vanish on symmetrization by S~_I' In order 
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to do this, we write (3.21) as 

Iw(N) = S~_1(2' ... N')JIl,(N; 1 ... N), (3.22) 

where 
N 

JII·(N; 1 ... N) = II Ak(l) 
k~2 

N N 

- 2 L EUEI'i' II [Ak(li) - E IkE1'k,j. (3.23) 
1-2 k-2 

(k"i) 

The bar notation has been defined in Eq. (3.11). 
It is clear that the first term of (3.23) contributes 
the first term, 1N _ 1(2 ... N), of (3.11). We therefore 
concentrate on the second term of (3.23) and we 
will show that 

N 

JII·(N; 1 ... N) = II Ak(l) 
k-2 

N 

- 2 L EliE1·i ,Jii'(N - 1; 2 ... N) (3.24) 
,=2 

plus terms that vanish after symmetrization by S~-l 
and therefore do not contribute to Ill" 

We begin our proof of Eq. (3.24) by writing (3.23) 
as 

N 

J lI ,(N; 1 ... N) = II Ak(l) 
k-2 

N 

- 2 L P2iP2'i·E12El'2·KN(12; 3 ... N), (3.25) 

where 
N 

II [Ak(12) - E 1kE1'k,j (3.26) 
k-3 

and writing (3.24) as 
N N 

J lI ,(N; 1 ... N) = II Ak(l) - 2 L P2iP2·i , 
k=2 1=2 

X EI2EI'2·J22·(N - 1; 2 ... N). (3.27) 

We will then prove the equivalence of (3.25) and 
(3.27). This equivalence is proven by first deriving 
expressions for KN and J22 , and then showing that 
the difference between (3.25) and (3.27) vanishes 
when it is symmetrized by S~-l' 

An expression for KN may be derived by writing 
Eq. (3.26) as 

KN(12; 3 ... N) 

= [AN(12) - EINEl'N,]KN-t(12; 3 ... N - 1) 

and iterating this equation. In this way we obtain 
N 

KN(12; 3 ... N) = II lL(12) 
k-3 

N N 

L E llE1'1' II Ak(12l) 
1-3 k-3 

(k"l) 

+ 2 L EuEl'I'ElmEI'm' 
I<m 

x II A k(12lm) - ... 
(k"l.m) 

N 

+ (_)N(N - 2)! II E1kE1.k·. (3.28) 
k-3 

We may obtain a similar expression for J22' by 
using (3.24) to write it as 

N 

J22'(N - 1; 2 ... N) = II [Ak(12) - 2E2kE2'k·j 
k-3 

N N 

- 2 L II [A I(12) - 2E2IE2'I,jE2iE2'i' 
i-3 l-i+l 

i-I 

X II [Ak(12) - 3E2kE2·k ·j 
k-3 

N-l 
- 2E2NE2'N' II [Ak(12) - 3E2kE2'k·j. 

k-3 

Solving this for J22 .(N - 1; 2 ... N), we have 

J22'(N - 1; 2 ... N) 
N N N 

= II A k(12) - 4 L E 21E2'1' II A k(12l) 
k-3 1-3 k-3 

(k"l) 

+ 18 L E2IE2'I·E2mE2'm' II Ak(12lm) 
l<m (kJll5I.m) 

N 

... + (_)N(N - l)(N - I)! IIE2kE 2 •k .. 
k-3 

(3.29) 

Equations (3.28) and (3.29) are the expressions for 
KN and J22 , that may be used to prove the equiv­
alence of (3.23) and (3.24). 

We now use the results of the preceding para­
graph to prove that the difference between (3.23) 
and (3.24) gives a zero contribution to III,(N), i.e., 
that 

N 

S~_1(2' ... N') L P2kP2'k·E!2El'2' 
k=2 

X IKN(12; 3 ... N) 

- J22 ,(N - 1; 2 ... N)} = O. (3.30) 

From (3.28) and (3.29), we have 

K N (12; 3 ... N) - J 22 .(N - 1; 2 ... N) 
N N 

L (4E2IE 2 '1' - E llE1·1 ,) II lL(12l) 
1-3 k-3 

(k" l) 
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I<m 

x II Ak(I2lm) + ... - (_)N(N - 2)! 
(k .. l,m) 

Consider the contribution to (3.30) of the last term 
in (3.31). It is proportional to 

.'II 

S~_1(2' .,. N') L: P2iP2'i,EI2EI'2' 

which, on taking advantage of the symmetries of 
the expression, can be written as 

(N - I)2(N - 2)! 

X [( ~ P2i ITa E 2kE l2Y (3.32) 

We have dropped the primes since the argument 
is valid with or without them. We show that (3.32) 
vanishes by defining 

.'II N 

X N = L: P 2• II E2kE12 
i-2 k-a 

and proving by induction that 

For example, for N = 3, we have 

Xa = (1 + P2a)E2aE12 = E 23 (E 12 - E 1a) 

= E 12E 13. 

(3.33) 

(3.34) 

For arbitrary N, we have, using E2N - EIN = 

EINE2N/E12, 

N-I N 

X II E2kEl2 + P 2N II E2kEl2 
k-3 k-a 

.'II-I N-, 

= Ell', L: P 2i II E2kEl2 
i=2 k-3 

N-I .'II N 

+ EIN L: P 2• II E2k - II ENk 
i -2 k-3 k-l 

N-I 

= E1NXN-, - E'NP1NXN- 1 - II Em. 
k-l 

(3.35) 

SUbstituting the induction hypothesis (3.33) for X N - 1 

in (3.35) proves that (3.33) is true for X N and there­
fore the induction is complete. Substitution of (3.33) 

into (3.32) indicates that the contribution of the 
last term of (3.31) to (3.30) is zero. Similar arguments 
can be made to show that the other terms of (3.31) 
give a zero contribution to (3.30). Thus the equiv­
alence of (3.23) and (3.24) has been demonstrated. 

Equations (3.22) and (3.24) may now be used to 
prove our recursion relation (3.11). For, on sub­
stituting (3.24) into (3.22), we have 

Ill,(N; 1 .,. N) = S~_1(2' .,. N'){n Ak(I) 

- 2 £ E'iE"i,j;;,(N - 1; 2 ... N)}' 
i=2 

(3.36) 

If we write 

S~_,(2' .. , N') 
.'II 

= L:Pi'i,S~-2(2' ... '/, - 1', i + l' ... N') 
;=2 

and again use (3.22) in the second term of (3.36), 
then we can write it as 

N 

Ill,(N; 1 ... N) = S~_1(2' '" N') II Ak(I) 
k-? 

N 

- 2 L: Pi'i,EliE"i,i;.,(N - 1; 2 .,. N). (3.37) 
i .i-2 

As has already been noted, the first term in (3.37) 
is i N _ 1(2 ... N). With this identification, we see 
that Eq. (3.11) has been proven and this equation 
can then be used to verify (3.9). 

There remain two things to prove before we can 
complete the derivation of Eq. (3.2). We must first 
prove that it is only the identity permutation in 
the S~-l of (3.9) that contributes to Ill' (N). Then, 
we must prove that Iii' is diagonal in i and j. These 
are both proven by the same methods that were 
used to prove that it was only the identity permuta­
tion in Sfr which contributed to the normalization 
and we refer the reader to the end of Sec. II for 
the proof. For future reference, it should be noted 
that it is only at this stage of the proof that the 
specific properties of Cii' are used . 

We conclude this section with a few parenthetical 
remarks on the form of N 1• If we differentiate 
Eqs. (1.8) with respect to g, we get the system of 
equations 

[ 
'" 2 ] dE; '" 2 dE; -1 c. - 2 L...J Ed -d + 2 L...J Eii -d = -2 (3.38) 

i g j g g 

for the derivatives dEJdg of the pair energies. Com­
paring (3.38) with (3.3), we see that 

(3.39) 
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SUbstituting this into (3.2), we get that is similar to (3.9). However~ due to the modi­
fication of the Ci/S, all permutations in 8;'-1 will 

2d(N 1 ) N f = -g - L " 
dg i-12ft - E, 

In this form it is easy to prove that 

L: Nt = N 
f 

sInce 

LL 1 
N 
g 

(3.40) contribute to B. If we ignore this modification, we 
obtain the approximation (4.4) and, if we retain it, 
we obtain the exact expression (4.5). We conclude 
this section by calculating the expectation value of 
the Hamiltonian, using the approximation (4.4). 
Here, we are able to give an explicit expression for 
the errors made by the approximation. Throughout 
this section, we assume that 1 ~ 1'. 

f i (2f[ - EJ 

It should also be noted that (3.40) is exactly the 
same expression one would get if the Pauli principle 
were neglected and one considered a system of 
bosons in a one-body potential described by the 
Hamiltonian (1.1) with no Pauli principle. 

V. THE EXPECTATION VALUE OF b;b" 
Let us define the expectation value 

B(ll') = (1ft I b;b1 , 11ft). (4.1) 

It is essential for the evaluation of the expectation 
values of one- and two-body operators. For, within 
the framework of the seniority-zero states of the 
pairing-force Hamiltonian, we have 

(1ft I a;Ual'U' 11ft) = ouu·B(ll') (4.2) 

and, for 1 ~ I', 

(1ft I a;u,a!u,a2 ,."a1 ,u,' 11ft) 

(4.3) 

Since B(ll) = N 1, it is suggested that, in some 
kind of approximation, an expression for B(ll'), 
for 1 ~ 1', can be obtained by replacing (2fl - E i )-2 
in (4.2) by (2fl - E,)-1(2fl' - E i )-" Le., 

N 

B(ll') "-' L a;(2fl - Ei)-1(2fl' - E,)-l. (4.4) 
i=l 

In this section, we show that 
N 

B(ll') = L: ai(ll') (2El - Eifl(2El' - Ei)-l, (4.5) 
,'=1 

where, in an approximation to be described below, 
a,(ll') "-' ai' The derivation of (4.5) closely follows 
the one given for Nl in Sec. III. We first derive 
an operator-product expression for B(ll') and then 
show that it is formally the same as the one that 
we derived for N 1, (3.5), with a modified definition 
of the c,;'s. We therefore can take over all the results 
of Sec. III that do not depend upon the particular 
form of the CH'S. In particular, we obtain a result 

We derive an operator expression for B(ll') by 
starting with 

B(ll') = N L: 1ft(I2··· N)1ft(1'2 '" N) 
2"'N 

which on substitution of (1.5) and (2.1), becomes 

B(ll') = C
2
( ~ Pli)S;' 2~N 8(12 ... N) 

N 

X II (1 - Ol'k)(2E1 - E1)-1(2fl' - E1,)-1 
k-2 

N 

X II (2E, - E i)-1(2€i - E,,)-l, (4.6) 

where we have replaced 8 N by 
N 

(N - I)! L: Pli' 
i=1 

as we did in Eq. (3.4), and we have used 

8(12 ... N) 8(1'2 '" N) 
.V 

= 8(12 .,. N) II (1 - (jl'k)' (4.7) 
k-2 

We next use the recursion relation for the 8-func­
tions (2.5) to write (4.7) as 

N 

8(12 ... N) II (1 - Ol'k) = 8(12 ... N - 1) 
k-2 

N-l 

8(12 ... N - 1) II (1 - Ol'k) 
k-2 

(4.8) 

where, in multiplying the last two factors, we have 
neglected the term 51N 51'N because we have assumed 
1 ~ I' and we have neglected the terms 

because they do not contribute to (4.6), SUbstituting 
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(4.8) into (4.6) and performing the sum on N, as 
we did in Eq. (2.8), we obtain 

B(ll') = C2 ~ PliS,{CNN' - (2EI - EN)-l 

X (2EI - EN,)-l - (2fl' - EN)-1(2EI' - EN,)-l 

"% £IN£/'N' ] 2.f.;-1 0(1 ... N - 1) 

N-I 
X II (1 - o"k)(2EI - EI)-J(2El' - EI,)-l 

k~2 

N-I 
X II (2E; - E;)-1(2E; - E,,)-l. (4.9) 

Equation (4.9) may be iterated to obtain an op­
erator-product expression for B(ll'). Before doing 
so we note that the sum on l in (4.9) does not 
include the term with l = 1. In order to make the 
resulting operator product as much like the one 
derived for N 1, (3.5), as is possible, we include the 
term with l = 1 by adding and subtracting E1NE1'N' 
to the operator in (4.9). We next note that the 
operator £lNE1,N' which we have added to (4.9) 
operates on (2EI - EI)-\2El' - E1,)-1 and that 

£,N£I'N,(2El - E,)-1(2EI' - EI·)-l 

= (2EI - E,)-1(2EI - EN)-l 

X (2El' - EITI(2EI' - EN·)-l. 

Thus, this operator may be replaced by (2El -
EN)-1(2EI' - EN,)-l. We may therefore write the 
operator in the square brackets of (4.9) as [AN + 
U NN' (11')], where we define U NN' by 

UNN,(Il') = (2EI - E N)-1(2EI' - EN,)-l 

- (2EI - EN)-l(2e1 - EN,)-l 

- (2EI' - EN)-t(2El' - EN·)-l (4.10) 

and AN has been defined by (2.14). Making these 
modifications in (4.9) and then iterating it, we obtain 
the expression 

N N 

B(ll') = C2 .L: PliSj; II [Ak + Ukk'(ll')] 
i=1 k=2 

(4.11) 

which is the desired operator form of B. 
Equation (4.11) is identical to Eq. (3.5) except 

for the replacement of one El by EI' and CU' by 
Cw(ll'), where 

(4.12) 

In order to avoid possible confusion at this point, 

we emphasize that in (4.12) 1 and l' represent the 
variables 11 and N, and k and k' represent the indices 
Pk and p;. We may now take over the results of 
Sec. IV that do not depend upon the explicit form 
of Cw . That is, by analogy with (3.8), we may write 
B(ll') as 

BCIl') = C2 .L: [ii,(ll') 
if 

(4.13) 

where, from (3.9), [well') is a symmetrizer times 
a determinant, e.g., 

S~_1(2' '" N') 

1 2E12E I '2' .,. 2E1NE 1'N' 

X 1 cn·(ll') - 2 1:' Ei2Ei'2' ... 2E2NE 2'N' 

1 2EN2E N,2'··· cNN,(ll') - 2 L' EiNEi ·N· 
(4.14) 

There are two sources of difficulty that appear 
when one tries to use (4.14). The first source is that 
I ij' (11') is no longer diagonal in i and j and all 
N 2 terms in (4.13) contribute to B. Secondly, and 
more seriously, all (N - I)! permutations in Sj;-l 
contribute to (4.19). An approximation which re­
moves these difficulties is immediately suggested and 
is to ignore the Ukk"S in (4.14). This is the approx­
imation that leads to (4.4) and it can be thought 
of as a zeroth-order approximation in the U's. 
Possibly a better approximation which also solves 
these difficulties is to ignore the U,;'s for i ~ j. 
This would lead to an expression similar to (4.5) 
in which (X,(ll') is obtained by writing (x, as a ratio 
of two determinants and then replacing c, in the 
numerator by c,(ll') = c, + U,i(ll'). Still other 
approximations might be developed by retaining only 
those U,/s that make a significant contribution to 
the quantity being calculated. However, these would 
depend upon the particular system being considered. 
In this paper, we only briefly consider the first of 
the above approximations. 

As a test of the approximation (4.4), we use it 
to calculate the expectation value of the Hamil­
tonian. While this test will not indicate the errors 
of this approximation which have a fluctuating sign, 
it will indicate any tendency of (4.4) to over or 
under estimate B. Also, this test has the advantage 
that the error can be written out explicitly. We 
start by using (1.1), (3.1), and (4.1) to write the 
expectation value of the Hamiltonian as 

(4.15) 
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We may use (1.8), (2.3), and (3.2) to write the first 
term of (4.15) as 

f: 2E\Nl = ~ a, f: (2fl ~\E • .)2 

2: ai!g~l + EiC.], 
(4.16) 

The second term of (4.15) can be written as 

-g 2: B(ll') = -g 2: aig~2, (4.17) 
11' i 

where we have used (1.6) and (4.4). Combining these 
results, we have 

If we multiply the ith equation of (3.3) by E, and 
then sum on i, we get 

2: aiEic, = 2: E. + 2 2:' aiEi; 
, ;. i. i 

for the first term of (4.18). Substituting this into 
(4.18), using the explicit form (1.10) of g~t, and 
noting that 2:. E. is the exact energy of the state, 
we obtain the expression 

l t a.[1 - (fL)2] (4.19) 
g .-1 g. 

for the error in (4.18). This may be easily evaluated 
when the E/s are determined. 

V. REMOVAL OF THE RESTRICTIONS 
ON THE EQUATIONS' 

We now consider the nature of the restrictions 
(1.12) on the solutions of Eqs. (1.8). In order to 
simplify the notation, we will write E. for E,I;' There­
fore, Eqs. (1.8) and (1.10) become 

F(E.) = I/g., i = 1 ... N, (5.1) 

and 

1. = 1: + 2 £, 1 , . (5.2) 
g. g ;_1 (E; - E;) 

We discuss the restrictions by deriving conditions 
that must be satisfied if the restrictions are to be 
violated. That is, we will first assume that K of 
the pair energies E, are equal and therefore violate 
the restrictions. We then derive certain conditions 
that must be fulfilled if this assumption is to be 
consistent with Eqs. (5.1). These conditions are: 
(1) The value of the K equal pair energies must 
be equal to one of the values of 2E/ appearing in the 
definition (1.9) of F(E). We will call this value 2Eo. 

t R. W. Richardson, Bull. Am. Phys. Soc. 9, 75 (1964). 

(2) The pair degeneracy no of the level whose energy 
is Eo must be K - 1. (The pair degeneracy of a 
level is defined to be one-half the total degeneracy, 
e.g., in the spherical-shell model of the nucleus, the 
pair degeneracy of a level i is i + t.) (3) If one 
assumes that K of the pair energies are almost, but 
not quite, equal and retains terms that are first 
order in the differences 2Eo - E" then these dif­
ferences are proportional to the K Kth roots of one. 
(4) The interaction strength g must be a root of a 
Kth-degree algebraic equation. 

This last condition is the most important. For, 
it implies that there are no more than K different 
values of the interaction strength at which K of 
the pair energies can be equal. Thus, if we take all 
the values of K, K ::; N, that are consistent with 
condition (2), then we obtain a finite set of values 
of g at which the restrictions can be violated for 
a finite system. This set contains values of g that 
correspond to excited, seniority-zero states as well 
as the ground state and the interpretation of any 
particular value of g in this set must follow from 
a detailed investigation of Eqs. (5.1). However, the 
values of g at which the restrictions can be violated 
for a given state of the system are contained in this 
set and are therefore finite in number. The energy 
and wavefunction of a state at one of these values 
of g may be obtained by a limiting procedure similar 
to that described in this section. In this way, the 
energy and wavefunction of a state may be obtained 
for all values of g and the restrictions removed. 

The derivation of the above conditions might 
proceed by first assuming that the K pair energies, 
El '" E"" are almost equal and that they have 
power series expansions in some small parameter A 
which, at the end of the calculation, is to be set 
equal to zero. These expansions would then be sub­
stituted into (5.1) and the coefficients of like powers 
of A equated. However, if one carries out this 
program, one obtains an indeterminate system of 
equations, with more unknowns than equations, for 
the expansion coefficients. We circumvent this dif­
ficulty by first introducing a new set of unknowns 
defined by 

(5.3) 

where we have assumed that the energy scale has 
been adjusted so that fo = O. We then obtained 
set of equations for these new unknowns by taking 
the ith equation of (5.1) and multiplying it by 
(Ei)", n = 0 ... K, and then summing on i from 
1 to K. One can then show that each of the variables 
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(5.3) is of order AX and that it is only necessary 
to consider the lowest-order term in each of the 
equations in order to derive the four conditions 
given above. 

The derivation proceeds by first considering the 
case K = N when all the pair energies are equal. 
We then generalize the results to include the cases 
K < N. Throughout the derivation we assume that 
g ~ O. We now turn to the derivation of these 
four conditions for K = N. 

The first point that we prove is that if El ... Ex 
are equal, then their value must be equal to 2E/ for 
some values of I. This is done by showing that 
El ... EK equal but not equal to some 2E/ is in­
consistent with Eqs. (5.1). For, if we adjust the 
energy scale so that the value El ... EK have when 
they are equal is zero and expand in powers of A 
then the E, are of order A and, if Er ~ 0 for all 
I, F(E,) is of order one. Since we have assumed 
that g ~ 0, the g~1 are of order 11 A and, to this 
order, are given by 

-1 2~' 1 
g. = £-i (E. - E.) , 

1-1 1 , 

z = 1 .,. K. 

Equations. (2.1), to order 11 A, are then given by 

2 f' 1 = 0, i = 1 ... K. (5.4) ,_I (E; - E.) 

Multiplying these equations by E, and summing on 
i yields K(K - 1) = O. However, since K 2: 2, 
this is inconsistent and therefore E/ = 0 for some 
value of I. In what follows, we assume that this is 
so and we denote the pair degeneracy of this level 
by no. 

We now prove our second point which is no = 
K - 1. This is proven by repeating the above 
argument with the one modification that, to order 
l1A, 

F(E.) = 1201 ( -Eo). 

Thus, Eqs. (5.4) become 

K 1 
2 L' (E. _ E) = no/(-E.) , i = 1 ... K. 

1-1 1 1. 

(5.5) 

Multiplying (5.5) by E, and summing on i, we get 
K(K - 1) = Kno, which proves our point. 

In what follows, we assume that the first two 
conditions are satisfied, i.e., Eo = 0, and no = K - 1. 
We can· therefore write 

F(E) = (K - 1)/( -E) + F(E), (5.6) 

where F(E) has a power series expansion which is 
valid in some finite domain about E = O. We write 

this power series expansion as 

'" 
F(E) = L: F!EI. (5.7) 

!-o 

Our third and fourth points are that, to lowest 
order in A, the E, are proportional to the K Kth 
roots of one and that g must satisfy a Kth-degree 
equation. These are proven by considering the new 
set of equations which is obtained from (5.1) by 
multiplying the ith equation of (5.1) by (E,)", 
n = 0 ... K, and summing on i, i.e., the set of 
equations 

K K 

L: E;g~1 = L: E:F(Ei) ' n = 0 ... K, (5.8) 
i-I i-l 

to lowest order in A. 
We first write Eqs. (5.8) in terms of the 8 1 defined 

by (5.3). The left-hand side of (5.8), for n = 0, is 

,,-I "-I + 2 ", 1 
£-i g. = £-i g £... (E. - E) 
~ 'l "oJ 1 1 

and, for n = 1, it is 

K 
g 

L: Eig~1 = 81g- 1 
- K(K - 1). , 

(5.9) 

(5.10) 

For n > I, we write the left-hand side of (5.8) as 

" E :-1 = "En -I + 2 ", E;· £-i ,g. £-i ,g £... E. - E 
• 'l 1.1 f , 

,,-1 

= {'"g-I - L:' L: E;-I-IE:, 
i. i l-O 

where we have ased 
,,-I 

x" - y" = (x - y) L: X"-I-!yl. 
1-0 

Using (5.3), we can write 

L' E~-I-IE: = {,n-I-!81 - 8,.-1 
Li 

(5.11) 

and, noting that {,O = K, we can then write (5.11) as 

L: E:g~1 = {,ng- I - (2K - n){,n-I 
o 

"-2 

- L: 8n - l - l {,I' 
!-I 

(5.12) 

We may use (5.3), (5.6), and (5.7) to write the 
right-hand side of Eq. (5.8) as 

L: E;F(E;) = -(K - 1)8"-1 + L F!8!+,.. (5.13) 
; I 



                                                                                                                                    

1050 R. W. RICHARDSON 

Thus, Eqs. (5.8) may be rewritten as 

K/g = -(K - 1)8_1 + L F,8,. , 

n-2 

8n/ g - (K - n + 1)8,,-1 - L 8n-l-m8m 
m=1 

n>l. 

(5.14a) 

(5.14b) 

(5.14c) 

This completes the change of variables from the 
Eo's to the 8/s. Equations. (5.14) are valid as long 
as all the E,'~ are within the domain of convergence 
of the power series expansion (5.7). 

We next consider the order of the 8/s with an 
eye towards linearizing (5.14c). We show that 8" 
for l > 0, is at least of order ;l K. This is best treated 
by the discussion of a simple example. We therefore 
consider the case for which K = 3. In this case, 
Eq. (5.14c), for n = 2 and 3, becomes 

82/g - 281 = F o82 + F I 83 + 
83 / g - 82 - 8i = F 083 + 

(5.15) 

(5.16) 

From (5.3), we know that if E; is of order ;l, then 
8, is at least of order ;l'. This plus (5.15) implies 
that 81 must be at least of order ;l2 which when 
substituted into (5.16) implies that 82 is at least 
of order ;la. Returning to (5.15), we see that if 82 

is at least of order ;l3, then so is 81' This line of 
reasoning terminates at this point because the co­
efficient of 8"-1 in (5.14c), for n = 4, vanishes. This 
result may be easily generalized to arbitrary K 
where 81 .,. 8K are all at least of order K. We 
therefore assume that 81 ... 8K are all of order ;lK. 

This allows us to neglect the terms in (S.14a) with 
l > 0, the terms in (5.14b) with l > K - 1, the 
terms with l > K - n, and the nonlinear terms 
in (5.14c). We may also ignore Eqs. (5.14c) when 
n > K. Equations (5.14) therefore become 

KG = -(K - 1)8_1, (S.17a) 
K-I 

GGj = L F,Gl+l' 
I ~I 

K-n 

G8n - (K - n + 1)8n-l = L F I 8 ,+n, 
'=1 

n = 2 .. , K, 

where we have defined 

G = g-1 - Fo 

and have used 80 = K. 

(S.17b) 

(5.17e) 

(5.18) 

We already have sufficient information to prove 
our third point that the E/s are proprotional to 

the K Kth roots of one. For, if we form the poly­
nomial 

x 
P(x) = II (x - E i ), 

i""l 

then, by definition, the pair energies are the roots 
of the equation P(x) = O. If we write P(x) as 

K 

P(x) = L anxK
-

n
, (5.19) 

1'-0 

then ao = 1 and an, for n > 0, may be formed 
from combinations of the 8/s, e.g., a1 = 81 and 
a2 = H 8~ - ( 2), Therefore an, for n > 0, is of 
order ;l K. Since x is of order ;l, the orders of the 
terms in (5.19) are ;lK, for n = 0 and K, and ;l2K-., 
for n = 1 ... K - 1. Therefore, to lowest order 
in ;l, P(x) = xK + aK and the pair energies are 
roots of the equation 

x
K + aK = 0 

which proves our assertion. 
Returning to Eqs. (5.17), we note that we have 

K + 1 equations in the K + 2 unknowns G, 8_ h 

81 '" 8K • We therefore need to derive one more 
equation before they can be solved. We can, in fact, 
derive two more equations and this will provide a 
check on the consistency of our arguments. These 
equations have their origin in our third point above. 
For, if we write 

E; = b;;l + C;;l2 + ... , 
then we know from above that (b;)K = 1 when the 
expansion parameter ;l is appropriately defined. We 
therefore have immediately that 8x = K;lK, to 
lowest order in ;l. We can also derive a relation 
between 8-1 and 8K _l' For, from its definition 

8_1 = L (b;;l + ci ;l2 + ... )-1 

- L Ci
2 + ... 

; b; 

since L b;1 = O. Also, from its definition, 

8K- I = L (b;;l + C;;l2 + .. . )K-I 

= (K - l)(L C~);lK + ... 
i b; 

Comparing these two results, we have 

8 K -l = - (K - 1)8_I;lX + 
We now write 

n = 1 ... K, 

and combine the above results with Eqs. (5.17) to 
obtain the K equations 

G = A K - I , (5.20a) 
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K-2 

GAl - E FIA I+I = F K - I , (5.20b) 
1=1 

K-n-l 

-(K - n + I)A._I + GA. - E F1A I +n 

= FK - n , n = 2 ... K - 1, (5.20c) 

for the K unknowns G, Al ... A K - I • Equation 
(5.17c), with n = K, reproduces Eq. (5.20a) and 
serves as a useful check on the consistency of the 
above scheme. 

Our fourth point, that g satisfies a Kth degree 
equation, is proven by noting that (5.20b, c) may 
be solved for A K _ I and that the result is a poly­
nomial in G of degree K - 2 divided by a poly­
nomial in G of degree K - 1. When this expression 
for A K - I is substituted into Eq. (5.20a), we have a 
Kth-degree equation in G which then determines 
the interaction strength through (5.18). For ex­
ample, for K = 2 and 3, we have the equations 

G2 
- FI = 0 

and 

for G. 
The above results may be easily generalized to 

include the case for which K < N. In this case 
we denote the K equal pair energies by E I ••• E K 

and adjust the energy scale so that their value is 
zero. The remaining pair energies EK+I ... EN are 
distinct and not equal to zero. We split Eqs. (5.1) 
into two sets: those for which i = 1 '" K and 
those for which i = K + 1 ... N. For the first 
set we write 

1... = I + 2 £, 1 
g, g H (E; - E,) 

.V 1 

+ 2 ;~I (E; - E i ) 

and for the second set 

z = 1 ... K, 

1... = I + 2K + 2 £, 
g, g -Ei i~K+I (Ei - E,) , 

i = K + 1 '" N. 

(5.21) 

(5.22) 
The corrections to (5.22) are of order ~K since they 
are of the form 

Therefore, the corrections to E" i = K + 1 ... N, 
are of order ~K and can be ignored in (5.21). The 
second sum in (5.21) can therefore be transposed 
to the left-hand side of Eqs. (5.1) and included in 
a modified definition of F(E). The quantities 
Fo ... FK - I will now depend upon E K +I '" EN, 
These remaining pair energies are determined by 

Eqs. (2.1) with l/g, given by (5.22). Thus, the only 
difference between this case and the previous case 
with K = N is a modification of the definitions 
of the quantities Fo ... FK - I • 

The highly unlikely case of two or more groups 
of pair energies being equal but with members of 
different groups being unequal may also be treated 
by a simple generalization of the above. 

Thus, we have shown that the restrictions on the 
solution of Eqs. (5.1) can only be violated for a 
discrete set of values of the interaction strength. 
However, these violations are of no consequence 
since the wavefunction and energy can be obtained 
for these values of the interaction strength by re­
quiring them to be continuous functions of g. Also, 
since we have chosen to label the states of the Hamil­
tonian in the same way that the states of the non­
interacting system are labeled, the states of the 
interacting and noninteracting systems may be put 
into one-to-one correspondence. Therefore, since 
these states are eigenvectors of finite matrices of the 
same rank, we may conclude that all the states of 
the interacting system may be written in the form 
that we have given. 

We conclude this section with some comments 
on the interpretation of the values of g at which 
the restrictions are violated. These values have pre­
viously been called the singular values3 of g and 
we will now indicate in what sense they are singular. 
It can be shown that the pair energies possess well 
behaved derivatives of any order with respect to 
g at any point where they satisfy Eqs. (5.1). This 
can be shown by successive differentiation of Eqs. 
(5.1), see Eq. (3.38) above. Thus, the only singu­
larities that the pair energies have on the real-g 
axis are located at the singular values of g. The 
work of this section then suggests that the singu­
larities are branch points and that the pair energies 
behave as (going - g)l/K in the neighborhood of 
going, the singular value of g. Of course, one should 
not conclude from this that the singular values of 
g give some information about the domain of con­
vergence of the perturbation series for the energy 
of the state since these singularities cancel each 
other in the energy which is the sum of the pair 
energies. However, a knowledge of the behavior of 
the pair energies in the neighborhoods of the singu­
lar values of g does aid in the solution of Eqs. (5.1). 
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The electromagnetic potentials Aa(x) are quantized in such a way that their space components 
are Hermitian and their time component anti-Hermitian. On the other hand, the metric in Hilbert 
space and the Hamiltonian are positive definite. The above formalism, which leads to the usual com­
mutator [Aa(x), Ap(y») = ig"pDo(x - y), is shown to be Lorentz-covariant over the manifold of 
physical states. The latter contain neither longitudinal nor scalar photons (rather than an equal 
number of them, as in the usual theory). This definition is also Lorentz covariant. The S-matrix is 
not unitary, but satisfies PS"'PSP .,. P, where P is the projection operator over physical states. In 
other words, the S-matrix is unitary over the subspace of physical states, this being sufficient for 
the interpretation of the theory. 

1. INTRODUCTION 

I T is often stated that the quantization of the 
electromagnetic potentials leads to serious dif­

ficulties, and in particular that that covariant 
commutator 1 

[A a (X) , AIl(Y)] = igallDo(x - y) (1) 

implies the introduction of states with negative 
norm,2.3 i.e., of a pseudo-Hilbert space. Unfortu­
nately, very little is known of the mathematical 
properties of pseudo-Hilbert spaces, except that most 
theorems which can be proved for Hilbert spaces 
would not be valid in them (e.g., the Schwarz in­
equality fails). From the physical point of view, the 
indefinite metric leads to monstrosities such as nega­
tive probabilities, or probabilities larger than one 
(there is no Schwarz inequality), etc. 

Traditionally, these nonsensical results have been 
escaped only at the expense of manifest covariance, 
e.g., by taking the radiation gauge' 

ao(x) = 0, (2) 

[am(x), an(y)] = -i[omn - OmOn(oo)-2jDo(x - y), (3) 

or one of itsgeneralizations.s- 7 Alternative quantiza­
tion schemes have also been proposed, in which 

* The research reported in this document has been sup­
ported in part by the Aerospace Research Laboratories, OAR, 
under Grant AF-EOAR-64-20, through the European Office 
of Aerospace Research, U. S. Air Force. 

1 Greek indices run from 0 to 3, Latin indices from 1 to 3. 
The signature of the metric gall is (+ - - -). Creation 
operators are denoted as c+, annihilation operators as C-. We 
use natural units c = Ii = 1. 

2 S. N. Gupta, Proc. Phys. Soc. (London) A63, 681 (1950). 
• K. Bleuler, Helv. Phys. Acta 23, 567 (1950). 
4 A. A. Sokolov, Vvedenie v Kvantovuyu Elektrodinamiku 

(Gosudarstvennoe Izdatelstvo, Moscow, 1958), p. 56. 
6 J. G. Valatin, Kg!. Danske Videnskab. Selskab, Mat.­

Fys. Medd. 26, No. 13 (1951). 
6 L. E. Evans and T. Fulton, Nucl. Phys. 21, 492 (1960). 
7 A. Peres, Nuovo Cimento 34, 346 (1964). 

manifest gauge independence is achieved at the 
expense of locality,S-iS or use is made of various 
limiting processes. l4

•
1S Though mathematically and 

physically sound, such alternatives are rather in­
convenient because they lead to a considerable 
increase of the computational labor, to finally 
obtain the same results as with Eq. (1).15& 

In this paper, we propose a new approach, in 
which we maintain altogether Eq. (1) and the posi­
tive definiteness of the metric in Hilbert space 
and of the Hamiltonian. Physical states contain 
neither longitudinal nor scalar photons (rather than 
symmetric combinations of them,16 as in the usual 
theory). All these desirable results are obtained in 
Sec. 2 by making Ao(x) anti-Hermitian, while the 
Ak(x) remain Hermitian. It then follows that the 
S-matrix 

is not unitary. It is however shown, in Sec. 3, that 
it is unitary over the subspace of physical states, 
this being clearly sufficient for the interpretation 

8 K. F. Novob:Hsky, Z. Physik Ill, 292 (1938). 
g F. J. Belinfante and J. S. Lomont, Phys. Rev. 84, 541 

(1951 ). 
10 F. J. Belinfante, Phys. Rev. 84, 546, 648 (1951). 
11 C. L. Hammer and R. H. Good, Jr., Phys. Rev. 111, 

342 (1958); Ann. Phys. (N. Y.) 12, 463 (1961). 
121. Goldberg, Phys. Rev. 112, 1361 (1958). 
13 S. Mandelstam, Ann. Phys. (N. Y.) 19, 1 (1962). 
14 R. Utiyama, T. Imamura, S. Sunakawa, and T. Dodo, 

Progr. Theoret. Phys. (Kyoto) 6, 587 (1951). 
16 T. T. Wu, Phys. Rev. 129, 1420 (1963). 
16& Footnote added in proof; See also S. Sato, Progr. Theoret. 

Phys. (Kyoto) 31, 256 (1964); A. Katz, Nuovo Cimento 37, 
342 (1965); S. Weinberg, Phys. Rev. (to be published). 

16 These symmetric combinations are popularly known as 
"an equal number of longitudinal and scalar photons." Actu­
ally, they have the form 

(co+ - C3+)"'I'0 = [(co+)" - n(co+)n-lc.+ + ., ·]'1'0. 
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of the theory. Finally, the Lorentz covariance of this 
formalism is discussed in Appendix A. 

From a "praatical" point of view, this paper con­
tains of course no new result, but only a better 
justification of Eq. (1). 

2. QUANTIZATION OF THE FREE 
ELECTROMAGNETIC FIELD 

It was shown long ago by Peierls17 that the 
commutator 

[F"ix) , F'Y'(x)] = -i(g"'Yapa. - gfJra"a. 

+ gp.a"a'Y - g"oapa'Y)Do(x - y) (5) 

can be obtained directly from a variational principle, 
without any reference to the potentials. If we now 
introduce the radiation gauge potentials ak(x) by 
means of 

(6) 

(7) 

(8) 

then we readily obtain, from (5), the radiation gauge 
commutator (3). Note that Eqs. (6)-(8) are com­
patible, in virtue of the Maxwell equations, 

a"F"p = 0, (9) 

a"FfJr + apF-y" + a'YF"fJ = O. (10) 

As is well known, a Fourier analysis of (3) and (8) 
leads to 

a .. (x) = L J e~i) (k) [c : (k)eHz 

, 

where 

kx == /k/ X
O 

- k·x, (12) 

and the c; (k) are creation and annihilation op­
erators, satisfying 

+ * -[c ;(k) 1 = c ;(k) , (13) 
and 

[c~(p), c:(q)] = o,;o(p - q), (14) 

[c~(p), cj(q)] = [o:(p), o:(q)] = O. (15) 

The unit vectors e (;) are orthogonal to k and to 
each other. (Note that the index j is an enumerator, 
taking the values 1 and 2 only. It is not a vectorial 
index.) For later convenience, we shall also define 

e(3) = k//k/, (16) 

17 R. E. PeierIs, Proc. Roy. 80c. (London) A214, 143 (1952). 

and 

e:;n = (1, 0, 0, 0), (17) 

so that 

~ e('Y)e('Y) = ~ 
£...., "fJ u"p, (18) 

'Y 

where the sum over 'Y runs from 0 to 3. 
It is easily seen that Eqs. (11), (14), and (15) 

are equivalent to the commutator (3). Unfortu­
nately, the latter has an ugly noncovariant aspect 
(though actually, it is of course Lorentz covariant)18 
and, in order to obtain the manifestly covariant 
commutator (1), it is customary to introduce un­
physical (longitudinal and scalar) photons, with 
creation and annihilation operators c~(k) and c~(k), 
respectively. However, if we write, as usual, 

A,,(x) = L J e~'Y)(k)[c~(k)eikz 
-y 

(19) 

then we do not obtain (1), but rather [A,,(x), AfJ(Y)] = 
-io"fJDo(x - y). Thus, in order to maintain (19), 
one usually takes, instead of (14), 

[c~(p), c~(q)] = - o(p - q). (20) 

Now, if we multiply (20) by f*(p)f(q), where f is 
an arbitrary function, then integrate over p and q 
and take the vacuum expectation value of the result, 
we obtain 

i.e., we are led to a pseudo-Hilbert space with an 
indefinite metric, as is well known. 2

•
3 [It seems that 

this result could be avoided by reinterpreting c-;;(k) 
as a creation operator and c~(k) as an annihilation 
operator, so that c~(k>'I'o ~ 0 and c~(k)'lro = O. 
This interpretation, however, leads to other dif­
ficulties, as shown in Appendix B.] 

The alternative which we propose here is to allow 
Ao(x) to be anti-Hermitian, by taking instead of (17), 

e~O) = (i, 0, 0, 0). (22) 

We now have 

L e~'Y)e~'Y) = -gafJ, (23) 
'Y 

so that we maintain both Eq. (19) and well-behaved 
commutation relations like (14), and yet obtain the 
manifestly covariant commutator (1). The drawback 
of this method is, of course, that Ao(x) is anti-

18 B. Zumino, J. Math. Phys. 1, 1 (1960). 
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Hermitian. We shall presently see that this does 
not lead to any serious consequences. 

First, let us call physical states those which do not 
contain any longitudinal or scalar photon, i.e., which 
satisfy 

c;(k)>Ir = c-;;(k)>Ir = O. (24) 

Only matrix elements between physical states are 
physically meaningful, since the other states have 
been introduced artificially, just for mathematical 
convenience. Now, it is easily seen from (11), (13), 
(19), and (24) that 

(1), A"ex)>Ir) = (1), a,,(x)>Ir), (25) 

if both 1> and >Ir are physical. It follows that when 
we compute (1), F a/l>Ir) , we can take 

(26) 

rather than the correct definition [see Eqs. (6)-(7)J 

(27) 

In other words, the A"Cx) practically behave as if 
they were the true electromagnetic potentials. (This 
property is, of course, shared by our formalism and 
by the usual one.) 

We still have to prove that this method is Lorentz 
covariant, and in particular that the definition (24) 
of physical states is invariant. Since this is a rather 
technical question, we shall postpone it to Appen­
dix A. 

3. THE S-MATRIX 

Quantization of the free field is well known to be 
relatively trivial with respect to such questions as 
Lorentz invariance, elimination of the unphysical 
photons, etc. The real problems arise only when 
coupling to a quantized current is considered, and 
we must now examine how the non-Hermitian A a (x) 
can interact with a Hermitian current density rex). 
For instance, it is clear that the operator A,,(x) 
cannot satisfy Maxwell-like equations. This is not 
surprising, since A" (x) is not related to the "correct" 
electromagnetic potential a,,(x) by means of an op­
erator gauge transformation. 7 

In this paper, we shall therefore relinquish the 
old-fashioned approach to quantum field theory, 
according to which the field operators must satisfy 
equations of motion similar to those of classical 
fields. 19 As is well known, this approach leads to 
serious mathematical difficulties·Q

•
21 because the 

19 It is therefore somewhat abusive to call the present 
theory "Quantum Electrodynamics." 

20 I. E. Segal, J. Math. Phys. 5, 269 (1964). 
21 J. G. Taylor, Nuovo Cimento, Supp!. 1, 856 (1964). 

fields are not well-behaved operators, but rather 
operator-valued distributions, and products of dis­
tributions are mathematically ill-defined. (Anyhow, 
the field equations are never used in practical 
calCUlations.) 

The standpoint which we take here is midway 
between that of the classic Lagrangian field theories 
and the more recent S-matrix approach.22

•
23 Namely, 

we consider only the initial and final states of the 
physical system, which are generated by the free 
fields and related by the S-matrix, the latter being 
also constructed in terms of the free fields. It can 
be shown that, for a given interaction, the condition 
of causality alone is sufficient to determine the S­
matrix completely (except for renormalization).24 It 
is given by Eq. (4), above. 

The essential difficulty caused by a non-Hermitian 
A ,,(x) is that the S-matrix (4) is not unitary (because 
the current density j" is Hermitian). Let us however 
recall the physical motivation for the unitarity of 
the S-matrix. 

The expression 

1(>Irb, S>Ir,,)1 2 = (S"iJI". >Irb)("iJIb, S>Ir,,), (28) 

is the probability of a transition from state >Ira to 
state "iJI b • It can also be written as (S>Ir", PbS>Ira ) , 

where Pb is the projection operator over state >Irb • 

lf we now take a complete set of orthogonal states 
>Irb , then we must have 

L: (S"'a, PbS",,,) = (S",,,, S"'q) = 1, (29) 
b 

because L:b Pb = 1, and (29) is the total probability 
of obtaining any state. From (29), we obtain (>Ira, 
S*S>Ir ,,) = 1, and, since this is valid for any normalized 
state >Ira, we finally have S*S = 1. 

The above argument clearly applies only when 
all the states of Hilbert space have an equal status. 
In our case, however, we should consider only the 
physical states, satisfying (24), since the other oneS 
have been introduced only for mathematical con­
venience. We thus have 

(30) 

22 S. Weinberg, Phys. Rev. 133, B 1318 (1964); 134, B 882 
(1964). 

23 A. Peres, Phys. Rev. 137, B 696 (1965). 
2. N. N. Bogoliubov and D. V. Shirkov, Introduction to 

the Theory of Quantized Fields (Interscience Publishers, Inc., 
New York, 1959), Sec. 18. These authors actually construct 
the S-matrix from the requirements of Lorentz invariance, 
unitarity and causality. However, a careful examination of 
their argument shows that the condition of causality alone is 
sufficient to determine completely the S-matrix (except for 
renormalization). Lorentz invariance and unitarity can then 
be verified post facto. In particular, unitarity requires the 
interacti.on Lagrangian to be Hermitian. 
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where P is the projection operator over physical 
states, and, instead of (29), 

ACKNOWLEDGMENT 

I am indebted to Professor W. H. Furry for a 
(31) critical discussion. 

valid for any physical 'Ira. It can easily be shown 
that (31) is equivalent to 

PS*PSP = P, (32) 

i.e., the S-matrix is unitary over the subspace of 
physical states. Our task thus is to prove that (32) 
indeed holds. 

Although a direct proof is difficult, it can be seen 
as follows that this is true. First, we note that all 
our matrix elements (28) between physical states 
are the same as in the usual theory (since we use 
the same propagator) and thereforeI8 the same as 
with the radiation gauge (3). In the latter case, 
there are no unphysical photons at all and the 
S-matrix is clearly unitary (in the usual theory with 
the indefinite metric, Sis pseudounitary). It follows 
then that (32) must indeed hold in the present theory. 

4. CONCLUDING REMARKS 

From the "practical" point of view, this paper 
contains no new result. 

Our sole aim was to show that the familiar com­
mutator (1) can be derived without introducing the 
indefinite metric, i.e., without violating the principles 
of quantum theory. Incidentally, we have also ob­
tained a definition of physical states-no unphysical 
photon at all-which seems more satisfactory than 
the traditional one, according to which both kinds 
of unphysical photons may appear in certain sym­
metric combinations. I6 

The price we have to pay for these desirable 
results may seem high: A a (x) is not Hermitian, and 
the S matrix is not unitary. However, this does not 
lead to any difficulty if we consider only matrix 
leements between physical states, which are the only 
ones appearing in nature. Unphysical photons-those 
which violate Hermiticity and unitarity-appear 
only in the intermediate states, where they enable 
us to use the simple Feynman propagator, rather 
than the cumbersome radiation-gauge propagator. 

Whether or not the present quantization method 
is preferable to the other ones2- I6a is of course a 
matter of taste. Its spirit is closest to the Gupta­
BIeuler theory (as far as practical calculations are 
concerned, it is identical to it). It seems however , , 
that the use of anti-Hermitian operators is intel­
lectually more honest than the introduction of an 
indefinite metric. I hope some readers will concur 
with this view. 

APPENDIX A 

We still have to prove that the above formalism 
is Lorentz covariant. It is evident that the A,,(x) 
field, as we have defined it, is not a vector field. 19 

Namely, under a homogeneous Lorentz transforma­
tion with coefficients L/', which is represented in 
our Hilbert space of states by a unitary operator 
U(L), we do not have 

A",(Lx) = L",fjU(L)Atlx)U*(L). (33) 

Indeed, the unitary operator U cannot alter the 
Hermitian or anti-Hermitian nature of Afj(x), but 
the matrix L",fj would mix up Hermitian and anti­
Hermitian components.25 

A formal proof that the theory is nevertheless 
Lorentz covariant must therefore be given by dis­
playing explicitly the ten generators P" and M "fj 
of the Lorentz groUp.26 This is most easily done by 
taking the latter as those for the purely transverse 
(i.e., physically correct) electromagnetic potentials.27 

For instance, we have 

H == Po = L J Ikl c~(k)ci(k)d3k, (34) , 

the sum being taken over the physical photons only. 
It then follows from Eq. (11) that the transforma­

tion properties of a,,(x) are correctly reproduced: 
the Lorentz transformation includes, in addition to 
the usual vector transformation, a gauge transforma­
tion which restores ao(x) == 0.28 [It follows that 
even a,,(x) is not a genuine vector field.]29 

On the other hand, the unphysical part of the 
potentials 

26 ~he read~r may h~ve in mind the counterexample of 
the.DIrac mat~?es 'Ya wh!ch sat!sfy 'Ya'Yfj + 'Yfj'Ya = 2YafJ. Then 
'YO IS. a HermItian matnx, while the 'Yk are anti-Hermitian 
matrICes: Th~ whole system of matrices is nevertheless 
Lorentz Invanant. However, in the transformation law 'Yo ' = 
L,,'~S'YfjS-,I, t~e ma~rix S is. not unitary (the Lorentz g~oup 
has no finite-dImenSIOnal umtary representation) 

26 P. A. M. Dirac, Rev. Mod. Phys. 21, 392' (1949)' 34 
592 (1962). ' , 

• 27 There are many other possible choices. Ours is the 
SImplest (and also the closest to physical reality). Whether or 
not these ge~erato:t:s c.an be. ob~ained, as in classical physics, 
from. an actIOn pnnCIple, IS, In our opinion, an irrelevant 
questIOn. 

28 See Ref. 18, Appendix B. 
29 One should not be surprised by this result since even 

t~e "polarization yectors" e" (j) are not genuine v~ctors (their 
time component IS always zero). Their transformation law 
has been discussed in detail in a lucid paper by S. Weinberg 
Phys. Rev. 135,.B 1049 (1964), see especially Appendix A: 
I am very !lluch Indebted. to Dr. S. ,weinberg for making his 
results avaIlable to me pnor to publIcation. 
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is not affected at all by Lorentz transformations, even 
by mere translations. For instance, we have 

i[Ao(x), H] == 0 ¢ aoAo(x). (36) 

In other words, the unphysical part of the potential 
does not transform at all as a local field. At first 
sight, this result might look somewhat strange. How­
ever, there actually is no compelling reason to 
expect unphysical quantities to have well-behaved 
transformation laws, because, as long as we restrict 
ourselves to physical states, all the observables are 
independent from them [cf. Eq. (25)]. In this connec­
tion, we note that Eq. (24), which defines physical 
states, is Lorentz invariant. 

We must still show that the S-matrix (4), which 
is constructed by coupling a vector current to some­
thing which is not a vector, is nevertheless Lorentz 
invariant. The proof is quite easy: it trivially follows 
from the fact that, in the actual construction of 
the S-matrix, the electromagnetic polentials A,,(x) 
appear only through their commutator (1), or the 
corresponding propagator, which are manifestly 
covariant. 

We may therefore summarize our approach by 
saying that, in order to avoid the indefinite metric, 
we have been compelled to give A,,(x) extremely 
complicated properties. However, the commutator 
[A.,(x), A~(y)] is a very simple tensor, and since 
this is the only quantity which actually enters in 
the calculations, we can claim that the present theory 
is "manifestly covariant for all practical purposes." 

APPENDIX B 

It is sometimes proposed to replace the time 
component of (19) by 

Ao(x) = J [c~(k)e-ikZ + c-;;(k)e+ ib]d3k/4?r3/2 Iklt , 

(37) 

thereby avoiding the indefinite metric, while main­
taining both Eq. (1) and the Hermiticity of Ao(x). 
Unfortunately, Eq. (37) implies, as is shown below, 

that the scalar photons have negative energies,30 a 
property which leads to well-known troubles, in 
particular with respect to the definition of the 
vacuum. 

To prove the above assertion, let us recall that 
if a creation operator a! creates a particle in a state 
u .. (x) , then one particle states can be mapped by 
functions of x according to 

(38) 

Let us now consider a complete orthonormal set of 
such u .. (x), and let us go over to a new orthonormal 
basis 

V.,(x) = L camU ... (x) , (39) ... 
where C.,,,, is a unitary matrix. In virtue of the 
superposition principle, the mapping (38) must be 
linear, so that the operator a!, which creates a 
particle in state v.,(x), is given by 

(40) 

Likewise we have, for the annihilation operator 

a: = L c.,,,,a-;'. (41) 
'" 

It then follows from the unitarity of c., .. that 

cp-(x) = L a-;'u ... (x) L: a:v.,(x) , (42) 
'" " 

and 

cp + (x) = L: a!u ... (x) = L: a!v.,(x) , (43) 
... " 

are independent of the choice of the orthonormal 
basis, and therefore are acceptable field operators. 
On the other hand, this property does not hold for 
L a!u",(x) or L: a-;'u .. (x). We are therefore compelled 
to interpret, in (37), eib as the wavefunction of the 
scalar photon, and e-ikz; as the conjugate of its wave­
function. It then follows from (12) that the scalar 
photons of (37) have a negative energy, which is 
of course better than a negative probability, but 
still is a rather unwelcome feature. 

80 This fact is well known [cf., e.g., S. S. Schweber, An 
Introduction to Relativistic Quantum Field Theory (Row, Peter­
son and Company, Evanston, Illinois, 1961) p. 224], but we 
shall now prove it without using, as usual, the explicit form 
of the Hamiltonian, in order to avoid a possible controversy 
on the choice of the latter. 
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Some suggestions on the probabilistic structure of quantization are first obtained by studying local 
properties of random variables such as continuity and differentiability with respect to a topology in 
the sample space. This analysis is extended to analytic functions on the complex plane and conditions 
are formulated under which probability densities are expressed as sums of absolute squares of com­
plex numbers. Physical restrictions are introduced through the SchrOdinger equation for a single 
bound-particle system. As a result, observations on a physical system become identified with the 
random selection of points in a topological measure space and the physical observables such as energy, 
position, and momentum, as well as time, are identified with measurable functions on appropriate 
spaces. Time, considered as a function, appears to be multiple-valued with spacings between multiple 
values and a detailed functional structure that characterizes and is characterized by the physical 
system under observation and the physical observables being measured. Its detailed functional 
structure is related to the physically measurable probabilities of quantum theory and it is seen to 
serve in the capacity of a conditioning random variable in the computation of quantum mechanical 
expectations. 

INTRODUCTION 

I N the Schrodinger representation for a physical 
system, time enters as a real parameter, while 

energy, position, and momentum are represented by 
operators. From the Schrodinger point of view, it 
is also the case that statistical assertions enter in 
the postulates concerning certain Hermitian op­
erators, while time is not treated statistically. We 
wish to display an alternate quantum mechanical 
representation, entirely consistent with the Schri:i­
dinger picture, in which energy, position, momen­
tum, and time are treated alike and each is rep­
resented by a measurable function on an appropriate 
topological measure space. In this presentation, ob­
servations on a physical system are identified with 
the random selection of points in a topological space. 
The points selected determine the values of the 
physical observables, including time, and the func­
tional structures of the energy, position, momentum, 
and time determine the forms of the physically 
observable distributions. Weare thus justified in 
using the logic of measure-theoretic probability 
theory in constructing expectations and conditional 
expectations. It results that conditional expecta­

sional bound-particle system in which potential 
energy is independent of time, though there appears 
to be no reason why all our arguments would not 
generalize. 

From the rudiments of measure-theoretic prob­
ability, we recall that for pairs of finite, single-valued, 
real, measurable functions Y and X defined on a 
normalized measure space S, there exists, under 
suitable circumstances, a conditional probability 
function p(y" I x) or a conditional probability density 
function p(y I x) that relates to the conditional 
expectation of Y, given X, through one of the rep­
resentations 

E[Y I X = x] = L y"p(y" I x), .. 

E[Y I X = x] = i: yp(y I x) dy. 

We can combine these in the Stieltjes representation 
with conditional distribution function F(y I x) of Y 
given X, ' 

E[Y I X = x] = L" .. y dF(y I x). 

tions, given the time function, can be identified with This analysis can be extended to other settings in 
the time-dependent quantum mechanical expecta- which S is a measurable subset of the complex space 
tions. (or, more generally, a vector space) and in which 

While the treatment of the time and the space the conditioning variable X is multiple-valued and 
coordinates as similar entities is in the spirit of complex. We will assume in this introduction that 
relativity theory, all the physical restrictions in- the details of such extensions are known. 
troduced into the theory are dictated by the non- While the form of the function F(y I x) is most 
relativistic Schrodinger equation. The proof of our frequently implied from the measure-theoretic char­
basic theorem is limited to the case of a one-dimen- acterization of the functions Y and X, namely their 

1057 
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joint distribution, it can also be deduced from the 
analytic or topological properties of Y and X, such 
as their differentiable properties, if such are defined. 
As we will see in later sections of this paper, the 
latter circumstance is more natural to our purposes, 
in view of the fact that analytical information is 
given to us through the wavefunction. 

In the calculus of quantum theory also, distribu­
tion functions enter, though these are not generally 
related to well-defined measurable functions on meas­
ure spaces. That is, for each physical observable 
with corresponding Hermitian operator L, with 
eigenspectrum A(L) = {X}, and with corresponding 
resolution of the identity E L, we write, for state 
vector CPt, 

FL.t(X) = (EL(X)cpt, CPt), 

where FL • t is a distribution function that is related 
to quantum mechanical expectation through the 
identity 

It will be of particular interest to us to identify a 
distribution function of the type FL. t with a conditional 
distribution function F of one measurable function 
given another. 

For each physical observable corresponding to 
Hermitian operator L with pure or discrete eigen­
spectrum, no degeneracy being present among the 
eigenvalues, let us represent the most general nor­
malized solution CPt, - 00 < t < 00, of the Schr6-
dinger equation as a set of ordered pairs, 

X E A(L), (I) 

in which the w,(X) are restricted as follows: 

if A is discrete; 

if A is continuous. 

As examples, if L is the energy operator, A is discrete 
and X = E,.: 

(E) - a e-'E.'lt. 
We n - n • 

If L is the position operator, A = {q: - 00 < q < 00 }, 

and for X = q 

w,(q) = cp,(q). 

If L is the momentum operator, A = {p: - co < 
p < oo}, and for X = P 

w,(P) = y;,(P) , 

where 

.1. (P) 1 100 

() -,volt. d '/', = (27rh)i -00 CPt q e q. 

With the aid of the representation (I) of the 
general solution to the Schrodinger equation, we 
now formulate two theorems. The contents of Secs. 
3, 4, and 5 will provide a proof for the theorems, 
though these sections will progress informally by 
exploring the probabilistic meaning of the theorems 
first and by imposing physical restrictions last. 
Theorem 2 is the primary conclusion of this paper. 
From it we can derive a number of physical con­
clusions concerning the quantum mechanical struc­
ture of time. 

Theorem 1. Let the set of ordered pairs (I) rep­
resent the most general solution to the Schrodinger 
equation for a one-dimensional bound-particle sys­
tem with time-independent potential energy. Let 
L be the Hermitian operator corresponding to energy, 
position, or momentum. There is a line in the complex 
plane t + ivo (vo a constant, - 00 < t < (0), a 
neighborhood N of this line, and two functions 
n. = {n.(X), X E A(L)}, n~ = {n~(X), X E A(L)} 
for each complex number zEN, such that: 

(a) If A(L) is discrete, n. and n~ are vectors in 
Hilbert space and 

n~(X) = dn.(X)/dz, for each X E A(L). 

(b) If A(L) is continuous, n. and n~ are functions 
in L 2-space and for some orthonormal set {cp,.} and 
complex coefficients {a,.(z)}: 

N 

n.(x) = l.i.m. L: a,.(z)cp,,(X), 
N_co flo-I 

'( ) _ I . ~ da,,(z) () n. A - .l.m. £.oJ d cP" A. 
N-+oo n-1 Z 

(c) Moreover, for all X in Case (a) and for almost 
all X in Case (b): 

[n~(A)]._t+i •• = Wt(A). 

We now define for each operator L specified in 
Theorem 1, a space S = S(L) and a function T 
defined on S in terms of some neighborhood Nand 
some function n. that satisfy Theorem 1. We write 

SA = {n.(A), zEN}, 

T(n) = z if and only if n = n.(>-). 

Theorem 2. Let the set of ordered pairs (I) and 
the operator L be as defined in Theorem 1. Let .c 
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be a measurable function defined on the space 
S = S(L), such that £(Q) = A for Q E HI.' Let T 
be defined above. The distribution function F L.I and 
the conditional distribution function F of £, given 
T, are the same: 

FL.t(A) = F(A / t). 

The proof, found in Secs. 3, 4, and 5, follows from 
the fact that whether A is discrete and peA / t) is 
the conditional probability function of £, given T, 
or whether A is continuous and peA / t) is the condi­
tional probability density function of £, given T: 

peA / t) = /Q~(A)/!_I+i" = IW,(A)/\ 
for all A, if A is discrete, and for almost all A, if A 
is continuous. 

This analytic characterization of peA / t) in terms 
of the derivative of the inverse of T, derives from 
a more general expression for conditional probability 
or probability density in which T belongs to a general 
measurable set B in N 

for all A, if A is discrete, and for almost all A, if A 
is continuous. It thus becomes clear that Theorem 2 
depends strongly on the topological representation 
of conditional probability considered as a neighbor­
hood property of the conditioning function T. The 
theorem also depends strongly on the fact that for 
almost all A in A the function Q., that is the inverse 
of T, is analytic over a region, in the sense defined 
by its L2-representation. 

Though fairly extensive conclusions concerning 
the physical meaning of T will be developed in 
Sec. 6, the following facts may be stated here. The 
function T plays the role of time. It is studied 
simultaneously for its statistical (or global) prop­
erties and its topological (or local) properties. The 
term, "micro-macro" function, will be introduced 
for such functions and T is referred to as "micro­
macro time," or "quantum mechanical time." 

The functional structure of micro-macro time 
depends on the operator L and the solutions to the 
Schrodinger equation. From Theorem 2 it is seen 
that the probabilities of quantum theory, as they 
relate to an operator L, are deducible from the local 
properties (or fine structure, so to speak) of micro­
macro time. In general, for each eigenvalue A, Q.(A) 
is periodic as a function of z, and thus, from the 
definition of T, we see that T is multiple-valued 
with multiple-valued structure depending on the sub­
space SA over which it takes its values. 

For example, if L is the energy operator, the spac­
ing between multiple values of T are equal to hiE", 
depending on the subset 8(80) over which T takes 
its values, where h is Planck's constant. This prop­
erty is in conformity with the uncertainty relation 
between energy and time, as will be clarified in 
Sec. 6. The multiple-valued structure of T is also 
shown to be in conformity with the correspondence 
principle of quantum theory. 

We conclude that the functional structUTe of 
micro-macro time is consistent with the probabilities 
of quantum theory and, in fact, can be used as a 
logical tool for calculating and interpreting those 
probabilities. Consistent with this point of view, 
however, the concept of time as a micro-macro func­
tion and the classical concept of time as a real 
parameter merge in the quantum mechanical des­
scription of physical systems in the macro-world. 

A remark concerning notation may be helpful. 
Though in stating Theorems 1 and 2 we have used 
the general notation Q.(A) in both the continuous 
and discrete cases, it will be useful to vary the 
notation in the ensuing sections. In the context of 
measuring energy we will write 

A = En. 

In the contexts of measuring position and momen­
tum, respectively, we will write 

Q.(A) = <I>.(q), A = q, and Q.(A) = 'I!.(P), A = p. 

It is also worth noticing that in the concise 
language of the theorems it has been convenient 
to express results in terms of conditional distribution 
functions. In the body of the paper, it will be better 
to concentrate on conditional expectation. The rela­
tionship between these two entities has been sum­
marized above. 

1. SUGGESTIONS FROM PROBABILITY THEORY 

The following facts have been enigmatical to 
investigators in the theories of probability and quan­
tum phenomena. First, the fact that the probabilities 
of probability theory are measures in a measure 
space while in quantum theory they are absolute 
squares of complex numbers. Second, the fact that 
the familiar structure of measure-theoretic prob­
ability theory is in default of any obvious quanti­
zation properties corresponding to the quantization 
of physical measurables. Third, the fact that the 
law of large numbers in probability theory, in con­
tradistinction to the uncertainty principle of quan­
tum theory, omits any reference to the limitation 
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of accuracy attainable in measuring two variables 
simultaneously. 

Certain suggestions that one can obtain from 
probability theory indicate, however, that these 
apparent enigmas are favored by the different per­
spectives that are natural to the two theories, and 
that a new perspective taken in one of the theories 
or both would minimize the enigmas. 

For example, if in probability theory we limit 
ourselves to a measure space composed of the unit 
interval and to random variables defined on this 
space that are continuous and differentiable, and 
if we express probability density functions and condi­
tional probabilities in some unconventional forms 
that involve derivatives of the random variables, 
then there appear sums and sums of products 
involving these derivatives in a manner suggestive 
of inner products in Hilbert space. Hilbert-space 
theory is, of course, characteristic of quantum theory, 
though not generally of elementary probability the­
ory. An analysis of elementary probability theory 
that would bring out its Hilbert-space characteristics 
is, thus, one interesting way to obtain suggestions 
of the desired type. 

If X = X(a) is a random variable defined on the 
unit interval, 0 :$ a :$ 1, that is continuous and 
differentiable, and if the derivative of X is zero for 
at most countably many points a, then X has at 
most a countable number of inverses, each of which 
maps a subinterval of the range of X continuously 
onto a subinterval of the domain of X (see Fig. 1). 
We write these inverses as 

(1) 

A simple analysis shows that the probability density 
function of X, that is the function p = p(x) that 

FIG. 1. Graph of a random variable X defined on the unit 
interval, showing how a point in the range of X is mapped 
into points between 0 and 1 through the inverse functions 
ai, a2, ••• ,an, •••. For convenience of drawing, inverse func­
tions are given Bubscripts with values increasing as their 
range values increase from left to right. 

satisfies 

P[X < u] = i" .. p(x) dx, -<X> <u<<n (2) 

can be analyzed for almost all values of x in the 
range of X as 

p(x) = la~(x)1 + la~(x)1 + ... + la~(x)1 + ... ,(3) 

where we define a{(x) to be da(x)/dx if x is interior 
to the domain of definition of a", and 0 otherwise 
(see Fig. 2). 

FIG. 2. Graph of a random variable X defined on the unit 
interval, showing the probability for x < X < x + &I: to be 
approximated by a sum of terms of the type lak'(x )1&1:. A point 
selected at random between 0 and 1 will determine a value of 
X between x and x + .6.x, if it falls in one of the shaded inter­
vals. 

If the vector a' (x) is defined as 

a'(x) = (lai(x)l, la~(x)!, ... , la~(x)1, ... ), (4) 

the density p(x) can be expressed as an inner product 
of a' (x) with the countable-dimensional unit vector I: 

p(x) = (a' (x), I). (5) 

More generally, the joint density between X and 
an arbitrary random variable Y on the unit interval 
can be defined as an. inner product. For this purpose, 
let I(x, y) be the vector with nth-component equal 
to one if Y[an(x)] = y and 0 otherwise. For each x, 
one has I (x, y) = 0 except for at most a countable 
number of values of y. Let Yk(X), k = I, 2, 3, ... 
be those values for which I(x, Yl:(x» ¢ O. The joint 
density, that is the function hex, y) that satisfies 

P[X < v, Y < u] = f<. u.~<" h(x, y~(x» dx, (6) 

can be analyzed for almost all values of x interior 
to the range of X and for each Y as 

hex, y) = (a'(x), I(x, y». (7) 

As a consequence of (5) and (7), the conditional 
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probability of the event Y = y given X = x is 
expressed as 

g(y I x) = (a'(x), l(x, y»/(a'(~), 1). (8) 

When the vector 

y(x) = (Y[al(x)], Y[a2(x)], ., . , Y[an(x)], ... ) (9) 

is introduced, expression (8) and the usual definition 
of conditional expectation of Y given X = x yield 

E[Y I x] = (a' (x), y(x»/(a'(x), 1). (10) 

This analysis is entirely within the realm of 
elementary probability theory, but introduces the 
Hilbert-space geometry by virtue of the rather 
special character of the random variable X. Thus, 
it is suggested that a formalism similar to that of 
quantum theory can be obtained by putting stricter 
conditions on random variables than are expressible 
in terms of distribution functions, for example, con­
ditions of continuity, differentiability, and the like. 
An exact replica of quantum analysis cannot arise 
without the introduction of a complex space in place 
of the unit interval and without some restrictions 
imposed upon the random variables in terms of a 
mechanics. 

Even within the elementary probability framework, 
quantization characteristics appear. This is partic­
ularly evident in the countably many values Yk(X) 
for which l(x, Yk(X» ~ 0, or, expressed differently, 
in the discrete character of the conditional distribu­
tion (8) (see Fig. 3). 

FIG. 3. Graph showing quantization of a continuously dis­
tributed random variable Y under the condition that for 
random variable X, X = x. In the diagram the only allowed 
values of Y in the presence of the condition X = x are Yl(X), 
Y2(X), Ya(X), Y4(X). 

2. MICRO-MACRO FUNCTIONS 

In the introductory remarks it was suggested that 
random variables could be used to describe quantum 
effects, provided that more analytical detail were 
known about the random variables than was con­
tained in their distribution functions or joint dis-

tribution functions. Specifically, it was seen that 
certain properties of functions on a topological space, 
such as their continuity and differential properties, 
become useful for our immediate purpose&, though 
such properties are quite foreign to the main stream 
of probabilistic analysis and statistics. More gen­
erally speaking, we will find use for local properties 
of random variables (that is, those defined in terms 
of a topology on the space of definition), as well 
as global properties (that is, those statistical prop­
erties defined in terms of the joint distributions). 
On the other hand, in the present calculations, we 
wish to avoid the criticism, frequently stemming 
from the trend toward generalization in modern 
mathematics, that the concept of "random variable" 
is being misused or unnecessarily specialized by the 
introduction of local properties. Thus, we introduce 
a new term. We will call a function f defined on 
a space 8 a micro-macro function, if the space 8 
possesses an associated class of measurable subsets, 
a measure, and a topology, and if the function is 
measurable with respect to the measurable subsets. 
It is understood in a qualitative sense that the term 
"micro-macro function" is used in the context of 
probabilistic calculations. It should be remarked that 
this general definition does not exclude spaces 8 
that are complex (as will be apparent in the next 
section) and does not exclude micro-macro functions 
that are complex, unbounded, multiple valued, and 
with unnormalized distribution functions. Thus, the 
term "micro-macro function" calls upon more 
specific requirements on the space 8 but is in some 
ways more general than the term "random variable." 
The term "micro-macro function" can in many 
contexts be used as synonymous with "random 
variable." 

3. THE COMPLEX SAMPLE SPACE 

For the analysis of quantum theory we will need 
the following sample space (possibly unbounded): 

8 : {w : w = x + iy, (x, y) E 8(2), where 8(2) is a 
measurable subset of the Euclidean plane}. 

The measure m associated with subsets A of 8 will 
be defined in terms of the Lebesgue measure p. of 
two-dimensional real sets A (2) of the form 

A (2) : {(x, y) : x + iy E A}. 

That is, we define meA) = p.(A (2» for all measurable 
subsets A (2) of 8(2). 

A single-valued complex function T = T(w) of 
the complex variable w is called measurable if for 
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each two-dimensional Borel set A (2) the following 
set is measurable: {(x, y) : T(w) E A}. We will 
frequently be concerned with complex measurable 
functions T defined on S that satisfy the following 
properties. 

T 1 : For each complex value z = u + iv in the 
range of T there are in S at most countably many 
solutions W h W2, ••• , wn , ••• to the equation: 
T(w) = z. 

T 2 : For almost all complex values Zo in the range 
of T and in some neighborhood of each solution w" 
of the equation T(w) = Zo, the function T = T(w) 
has a single-valued inverse a,. = an(z). The functions 
a,. are continuous and possess continuous first partial 
derivatives. 

Ta: For almost all complex z in the range of T, 
the series 

2: laan X aanl 
n au av 

is convergent. The sum is assumed to extend over 
all n for which T(wn ) = z. 

Thus, in the sequel, we will assume that a measurable 
function designated with the symbol "T" has properties 
TIl T 2, Ta. The meaning of the property Ta will 
become clear when we can interpret the micro-macro 
function T as a random variable and can identify 
the sum appearing in assumption Ta with the prob­
ability density of T. 

For a micro-macro function T = U + iV with 
real and imaginary parts U = U(x, y), V = vex, y), 
we may define a measure m of the set {w : T (w) E A} 
in terms of the two-dimensional Lebesgue measure p.: 

m{w: T(w) E A} = p.{ (x, y) : (U, V) E A (2)}, (11) 

and, in particular, if A(u, Vj au, av) is the region 
defined by the double inequality: A(u, Vj au, av): 
(u :::; U < u + au, v :::; V < v + av), we have, 
for almost all complex z = u + iv, 

m{w : T(w) E A(u, v; au, av)} 

= ~ I~c;: X ~~I aU av + o(au av), (12) 

with convergence of the sum assured almost every­
where by property Ta. Because the sum in (12), 
which is a function of z = u + iv, behaves like a 
density, we define the probability density of T as 
follows: 

p(z) = 2: laan X aanl 
" au av 

(13) 

for all z for which the sum has meaning and exists 
(see Fig. 4). 

FIG. 4. Schematic graph showing that a summand in the 
probability density for T = U + iV is la'12, where a is one 
Inverse of T. A point chosen at random in a finite region of 
the x, y plane will determine the simultaneous conditions 
u < U < u + liu, v < V < v + liv, if it falls in the shaded 
rectangle. If T is analytic, laa/au X aa/avl = la'12. . 

If the micro-macro function T is analytic, we 
deduce from known theorems that, for almost all z, 
each inverse a,,(z) is analytic. The Cauchy-Riemann 
equations hold for each a,,(z) = X,,(u, v) + iY .. (u, v): 

ax,. = ay .. 
au av' (14) 

From the definition of the vector product we have 

aa .. X aa .. = n(aXn ay .. _ ax" ay,,) (15) 
au av avBu Buav' 

where n is the normal vector. Thus 

Again, from the analytic property of an, we conclude 

p(z) = 2: la~l\ , da(z) 
a,,=~, (17) 

where the sum is assured to converge for almost 
all z by property Ta. Equation (17) is the complex 
analog of (3) with squares of absolute values arising 
in a natural way from the complex character of the 
sample space. Due to the desirable form of (17), 
we also assume throughout the remainder of this paper 
the following: 

T 4 : The function T is analytic over S. 
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4. THE TRAJECTORY SAMPLE SPACE 

For greater convenience, we will make a reformula­
tion expressed as a further assumption having to 
do with the inverses of the micro-macro function T 
(assumptions are not independent). 

T 6: The complex sample space S can be partitioned 
into at most a countable number of parts S1) S2, ... , 
with VS" = S, such that for each positive integer 
n, T assumes no value twice in the interior of Sn. 

Assumption T5 insures that the function T re­
stricted to the interior of Sn, n = 1, 2, ... ,n, ... is 
schlicht. We may identify an with the inverse of T 
restricted to the interior of Sn. In the sequel, we will 
assume that this identification is made. We will write 
a,,(z) =0 if z is not in the domain of definition of an, 
that is, if z is not in the range of T restricted to Sn. 

If, as in Sec. 1, we introduce the vector a'(z) with 
components a~(z), and for any micro-macro func­
tion L defined over S we introduce the vector 
l = l(z) with components L(an) = L[a,,(z)], the 
conditional expectation of L given T, provided it 
exists, can be analyzed: 

E[L I T(w)] = (l@a', a')/lla'W, T(w) = z, (18) 

iy 
DOMAIN OF T: S, USn 

Ii y,A2 
I 
I 
I 

ca.) 

where 

Moreover, if the micro-macro function L is measur:" 
able with respect to the smallest o--field containing 
the sets S1' S2, ... ,Sn, ... ,it is clear that L assumes 
constant values ~" over the interior of corresponding 
sets S" and l(z) is independent of z [see Fig. 5(a)]. 

Thus, for micro-macro function L measurable with 
respect to the smallest o--field that contains the sets 
S1) S2, ... , S,,' ... , we can write 

E[L I T(w)] = L: An la~(z)12 
" lIa'(z)W ' 

few) = z, (19) 

provided L is real and the series converges. It is 
significant to remark on the similarity between the 
expression (19) and the familiar expression in quan­
tum theory for the expectation of a physical measur­
able whose associated operator L possesses a discrete 
spectrum. In the latter case, the complex numbers 
a~ are the coefficients in an expansion of the wave­
function rp in terms of an orthonormal set of func­
tions rpn in L2-space, and the numbers ~n are eigen-

Iv 

1----~,----"I 

RANGE OF T ON 5, 

Cb) 

FIG. 5(a). A graph suggesting one way to associate discrete values },.n of a micro-macro function L with subregions S" of the 
complex plane. The logical union S = VSn of the annular subregions Sn is consistent with the domain of T when measurement is 
made on the energy of the harmonic oscillator. For comparison with later generalization (Fig. 6), the subregions Sn are plotted 
so as to correspond to values },." on the },.-axis. Shaded areas are interpreted in Fig. 5(b). See Section 5. (b) The range of the 
micro-macro function T as defined over the annular regions Sn of Fig. 5(a). MUltiple shaded regions in the range of Tare 
mapped by T from the shaded areas of the corresponding regions S ... A point chosen at random in S of Fig. 5(a) will be in S" 
with probability proportional to the area of S". Given that the point is in S .. , T will have a value in each of the multiple shaded 
regions of its range over S" with probability proportional to the shaded area in S ... The decrease in the spacing between multiple 
values of T as n increases corresponds roughly to the behavior of quantum mechanical time for the harmonic oscillator as the 
energy level increases. 
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values of the operator L corresponding to the 
eigenfunctions ¢" : L¢ .. = A..¢". That is, we compare 
(19) with the quantum mechanical statement, EL = 
(L¢, ¢)///¢W, in which L is an operator. 

At least two significant aspects of this analysis, 
as it relates to quantum theory, require further 
clarification: (1) What extensions to the geometrical 
reasoning offered up to this point will accommodate 
the statistical properties of operators with con­
tinuous spectra? (2) What interpretive role can be 
given to the functions T, L, etc.? In the remainder 
of this section, we attend to question (1). 

The following correspondences are significant: 

I: There is a one-to-one relationship between 
points z in the range of T and vectors a(z) = 
(al(z), a2(z), ... , a,.(z) , ... ) composed of compo­
nents such that for each z, a,,(z) S". The vectors 
aCz) mayor may not belong to Hilbert space. 

n: For each point z in the range of T, there is 
a vector a' (z) in Hilbert space. 

It is natural, for the sake of calculational sim­
plicity, to make the following further assumption on Tj 

TG: For the function T and for almost all z in 
the range of T, the vector a(z) belongs to Hilbert 
space. (We allow that the dimensionality of Hilbert 
space may be finite or countably infinite.) 

Correspondences I and II and Assumption T 6, 

together with relations (17), provide us with the 
consequence that there exists a point-to-point map­
ping from the range of T to a subset of Hilbert 
space which preserves measure in the sense that 

Z +4 a(z); p(z) = /la'(z)W. (20) 

In order to enrich the geometry sufficiently to 
accommodate the statistical analysis of operators 
in Hilbert space with continuous spectra, we must 
supplement the correspondence (20) with a corre­
spondence between points a" = a .. (z) in S .. and 
vectors in L2-space. In this way we are led to 
associate each subset S" with a member ¢ .. = ¢,.(q), 
- (X) < q < (X), of an orthonormal set in L2-space 
and to associate the root W,. in S,. of the equation 
T(w) = z with a,,(z) '¢". Writing 

4>.(q) = 2: a,,(z) . ¢,,(q) , 4>~(q) = 2: a~(z) .¢,,(q), (21) 
" " 

where we understand the sums defined in terms of 
limits in the mean, we supplement (20) with: 

a(z) +4 4>.; (22) 

For the sake of enriching the geometry, we may 
now interpret the Hilbert-space point a(z) as a set 
of ordered pairs, (4).(q), q), or a trajectory {4>.(q), 
- <XI < q < <XI}. Let us consider the space 2:1) of 
the union of all such trajectories for z in the range 
of T. The trajectory space 2:q can be written 

2: q = {(w, q) : w = 4>.(q), - (X) < q < <XI, 

Z in the range of T}. 

If each pair (z, q) defines a point (w, q) on at most 
one trajectory; that is, if trajectories do not cross, 
then we may also establish the one-to-one cor­
respondences 

(z, q) +4 (a(z), q) +4 (w, q). (23) 

A function h = hew) on S uniquely defines a 
function h = hew, q) on S X R through the defini­
tion: hew, q) = hew). In particular (see Fig. 6), 
if h = T, we can further define a function on 2:. 
through 

T(w, q) = T(w, q) = T(w), 

if and only if w = 4>T(w) (q). (24) 

In this statement, we take advantage of the many-

Iv 

FIG. 6. Illustration of the range and domain (trajectory 
space) of T when measurement is made on continuous spectra. 
A point in the shaded region of the domain is mapped throu~h 
T into the multiple shaded regions of the range. A point ill 
any shaded portion of the range is mapped through an inverse 
iP.(q) of T into the shaded portion of the domain. Details in 
the graph having to do with the spacing hiE, between multi­
ple values of T, the polar coordinates IIg(u), p.(!)) and the 
shape of the trajectory 4>. are consistent with measurement 
of position of the harmonic oscillator in its ground state. For 
these details see Sec. 5 and 7. 
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one correspondence (w, q) ~ (w, q) determined by 
the equality w = 4>T(tD) (q) and the fact that T is 
constant over the set of pairs (w, q) that map into 
a fixed point (w, q). For certain purposes it is 
convenient to consider T defined on ~. and for others 
to consider T defined on S or S X R. 

We may consider more general functions Q = 
Q(w, q) defined on ~.. By assuming that Q is a 
micro-macro function and by taking advantage of 
the topology on ~., we can inquire into the existence 
of the probability density of Q. It occurs, however, 
that joint probability densities and conditional prob­
ability densities are especially important for our 
study of the probabilistic structure of quantum 
mechanics. 

We proceed by considering the important case of 
micro-macro functions on ~. of the form 

Q(w, q) = Q(q). (25) 

Such functions can be transferred to S X R space 
through the definition Q(w, q) = Q(w, q) for every 
pair (w, q) that maps into (w, q). When such a 
function Q(w, q) is considered as a function of its 
first argument w, it is seen to be measurable with 
respect to the smallest IT-field with respect to which 
T is measurable. 

Considering, as a special case of (25) the function 
Q(w, q) = q, we seek the joint density between Q 
and T. For fixed q, 4>.(q) is the inverse of T(w, q) 
in the sense that T[4>.(q), q] = z. From expansions 
(21), 4>.(q) behaves like an analytic function of z. 
Thus, by the techniques of the previous section, 
the conditional probability density of T given Q is 
seen to be 

assuming that the normalization integral exists. If 
the normalization integral exists, we identify it with 
the probability density of Q. Thus, we write the 
joint density of T and Q, without qualification as 

(27) 

From this it follows immediately that, for any 
micro-macro function Q satisfying (25), we have its 
conditional expectation given T as follows: 

This integral has, in fact, the familiar form of the 
expectation of a physical measurable whose cor­
responding operator has a continuous spectrum. 

5. THE RESTRICTION IMPOSED BY THE 
SCHRODINGER EQUATION 

While it is clear from the above constructions that 
a micro-macro function T satisfying assumptions 
TJ - T6 determines the function 4>: (q), up to its 
L2-representation, it is not necessary that a given 
L2-function 4>:(q) admits the above construction in 
terms of a micro-macro function T that satisfies 
assumptions Tl - T6 • We will now indicate how 
a slight broadening of the concept of T makes 
possible the desired construction of a given 4>:(q). 

The reason for concern over this point derives 
directly from the obvious fact that 4>;(q) appears 
to play the role of the quantum mechanical wave­
function in equations such as (28), and, as such, 
should be restricted by the SchrOdinger equation 
if a physically meaningful result is to be derived. 
That is to say, before a verification of the consistency 
of the above probabilistic construction with the 
apparatus of modern quantum theory can be borne 
out, it must be verified that 4>: (q) can be made to 
satisfy the Schrodinger equation, at least in some 
sense. Such a verification must entail relating the 
range of the complex function T with the real axis 
of time and relating the micro-macro function T, 
itself, with the usual independent time parameter t. 

As an example, let cJ>, (q) satisfy the time-dependent 
SchrOdinger equation 

(29) 

in which H is the Hamiltonian operator for a bound­
particle system with one degree of freedom and with 
time-independent potential energy. It is well known 
that the most general solution of (29) is 

cJ>,(q) = 2: a"e-iE"/*cJ>,,(q), (30) 
" 

where the real constants E" are the eigenvalues and 
the complex functions cJ>,,(q) are the eigenfunctions 
for the operator H, assuming no degeneracy: 

(31) 

Let a function 4>.(q) of the complex variable 
z = u + iv and the real variable q be defined such 
that for some pure imaginary number iVa: 

(32) 

A comparison of Eqs. (21) and (30) suggest an 
identification of the coefficients a"e-E •• i /* and ~(z) 
over a region of the complex plane that includes 
the line {t + ivo, - co < t < co}. If one attempts 
such a comparison, however, while retaining ~(z) 
as the derivative of an inverse of a micro-macro 
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function T, certain difficulties are encountered hav­
ing to do with the periodic behavior of the exponen­
tial function. Thus, the following assumption of T 
naturally suggests itself as a generalization of the 
requirement that T be single-valued and the assump­
tion will hold throughout the remainder of our work. 

T 7: The function T is single- or multiple-valued 
in such a way that each of the inverses a .. (z) of the 
restriction of T to the corresponding set S .. is periodic 
in u (with finite or infinite period). 

The wording of the assumptions T c T 6 and the 
remarks following definition (25) admit obvious in­
terpretation which makes them consistent with as­
sumption T7 • The term "inverse" will be retained 
for the a .. (z) by virtue of the option to identify 
a .. (z) over a given period with the inverse of a 
corresponding branch of T. Mappings I, (20), (23) 
become many-one. 

Thus, with periodicity allowed in the inverses of 
T, we can, in fact, make the identification 

n = 1,2, .. , , (33) 

over certain regions of the complex plane, from 
which we obtain as formal general solutions to the 
inverses of T 

where k" is a function independent of z. These solu­
tions are analytic, as desired by assumption T 4 , over 
any region of definition in the complex plane. 

We must next attend to the requirement that 
each function a,,(z) can be identified with the inverse 
of a function T restricted to a set S" and that the 
union of such sets S" constitute the domain of T. 
At the same time, all the assumptions TCT7 must 
be satisfied. For this purpose, we choose to set k" = 0, 
n = 1, 2, ... , and write 

a .. (z) = p .. (v)eiO.(U); P .. (v) = (ja .. nl/E .. )eE •• /fr 
(35) 

8 .. (u) = - [(E,.jn)u - arg (ia .. )] 

defined for all z = u + iv, - (X) < u < (X) , Vl." < 
V < V2.", the bounds for v to be defined. It is noticed 
that a .. (z) is periodic in u with period (h/E,.)j, 
h = 27rn, j = 1, 2, '" . We also defined for each 
positive integer n, the annular region 

S .. = {a,.(z) : - co < u < co, Vl, .. < V < V2 ... < OJ, 

(36) 

where Vl.,. and V2 ... are so chosen for each positive 
integer n so that the annular regions S" are dis-

joint l and assumption Ts is satisfied [see Fig. 5(a)]. 
In regard to assumption T 6, it is sufficient to select 
the V2.,. such that 

Ila(z)W = L: la,.(z)12 < L: la .. nI2e2E •••.• /fr < co, 
n n En 

(37) 

which is always possible. In particular, if the eigen­
values E .. constitute a strictly increasing sequence 
as a function of n that diverges sufficiently rapidly, 
then all the annular regions S .. can be defined by 
bounds Vl •n and V2 ... that contain a fixed point 
Vo: Vl ... < Vo < V2 .... We will tacitly assume in the 
sequel that this is the case, though it is not essential 
to do so. The most common examples of quantum 
mechanical systems-for example, the harmonic os­
cillator for which E .. = (n - !)nw-suggest this 
simplifying but unessential assumption. 

With the inverses (35) and the subspaces (36) 
defined, we are free to constitute the desired micro­
macro function T as that function whose domain 
of definition is S = US .. and whose inverse over 
S .. is a .. (z), n = 1, 2, .... Thus, we are led to the 
function 

in [E .. W] T(w) = - log -. - ; 
En 'tnan 

n = 1,2, 

(38) 

where the logarithmic function is the usual complex 
multiple-valued function. For w in Sn, the range 
of T(w) is the set of all complex z = u + iv, with 
- co < u < co, Vl ... < V < V2 .,.. Assuming that 
there is a fixed point Vo such that Vl.,. < Vo < V2 •n, 

then u + ivo is common to the range of T(w) for 
win S .. , n = 1,2, .... The multiple-valued property 
of T is displayed by writing, for z = u + ivo, in the 
range of T 

T[an(z)] = z + : .. j = (u + :n j) + ivo; 

j = 0, ±1, ±2, ... ,h = 27rn. (39) 

[see Fig. 5(b)]. 
The accomplishment of the construction for T in 

the reasonably general case of a bound-particle sys­
tem with time-independent potential energy, com­
pletes the desired demonstration that the function 
cJ>:(q) of definition (21) can, indeed, be interpreted 

1 The disjointness condition is essential here only because 
we have restricted the domain of T to be a subset of the com­
plex plane. As in the analysis for the continuous spectrum, 
we could extend the domain of T to be three-dimensional 
(one dimension corresponding to eigenvalues of the energy). 
With such extended geometry, the disjointness condition can 
be dropped. The geometric extension is suggested in Fig. 5(a). 
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as a quantum mechanical wavefunction, at least 
in certain cases. We have at the same time completed 
the proofs of Theorems 1 and 2 as stated in the 
introduction. 

6. PHYSICAL INTERPRETATION OF 
MICRO-MACRO TIME 

The function T, though it is a micro-macro func­
tion and has been used in such probabilistic calcula­
tions as conditional expectation, is best described 
as a quantum mechanical representation of time. 
It is important to observe the close relationship 
between the structure of micro-macro time and the 
wavefunction of the physical system under observa­
tion. It is also important to observe that T, like 
the functions Land Q which play the role of quantum 
mechanical operators, is defined on a space of points. 
Micro-macro time T is, thus, more like a quantum 
mechanical operator than an independent real pa­
rameter. Its relation to the familiar independent 
time parameter t is given by (39) with u = t. The 
value of micro-macro time T is determined, up to 
a multiplicity, by the random selection of a point 
winS and, consequently, T behaves like a random 
variable. It is also true that the function T is 
complex. Certain clarifications of these diverse char­
acteristics of T are necessary if the time interpreta­
tion of T is to be justified. 

One is reminded at this point of remarks made 
by von Neumann 2 in regard to the way that time 
enters in ordinary quantum mechanics: 

"Then how can our assumption of instantaneous 
measurements be justified? First of all we must 
admit that this objection points at an essential 
weakness which is, in fact, the chief weakness of 
quantum mechanics: its non-relativistic character, 
which distinguishes the time t from the three space 
coordinates x, y, z, and presupposes an objective 
simultaneity concept. In fact, while all other quanti­
ties (expecially those x, y, z closely connected with 
t by the Lorentz transformation) are represented 
by operators, there corresponds to the time an 
ordinary number-parameter t, just as in classical 
mechanics .... It may be connected with this non­
relativistic character of quantum mechanics that 
we can ignore the natural law of minimum duration 
of the measurements. This might be a clarification, 
but not a happy one!" 

It is not out of keeping with von Neumann's 

2 J. von Neumann, Mathematical Foundation of Quantum 
Mechanics (Princeton University Press, Princeton, New 
Jersey, 1955). 

remarks to expect that a function such as T, rather 
than a parameter, could, indeed, represent time. 
As is well known, von Neumann's question concern­
ing instantaneous measurements is in part answered 
by relativistic quantum theory, in which time is 
more in the nature of an operator than a parameter. 
We conclude that the micro-macro representation 
of time is in some ways closer to the spirit of rela­
tivitic quantum theory than to nonrelativistic. It is 
important, in this regard, to emphasize, however, 
that physically realistic restrictions on micro-macro 
time have been imposed by the Schrodinger equation 
and not by the relativistic Klein-Gordon equation. 

Because we have found that T can be analytic 
and at the same time serve in the construction of 
the wavefunction according to the analysis (21), 
the derivatives a~(z) appearing in the expansion of 
the wavefunction can be taken along any path 
through the point z in the range of T. This, together 
with the fact that there may (as in the case of the 
harmonic oscillator) be a fixed line u + ivo, - 00 < 
u < 00, common to the range of T (w) for w E S .. , 
n = 1, 2, ... , suggest identifying the line u + ivo, 
- 00 < u < 00, with the real time axis and justify 
computing derivatives of the type a~(z) for points 
z = u + ivo as derivatives with respect to the real 
time parameter. Thus, while a geometric flavor has 
been introduced into the interpretation of the wave­
function and its expansion coefficients by virtue of 
the analyticity of T, the familiar properties of the 
wavefunction, in particular reference to its usual 
dependence on time, have been preserved. 

Weare permitted, henceforth, to explore the 
structure of T for physical interpretation, having 
been assured that its properties as a micro-macro 
function do not conflict with our preconceptions of 
time as the independent parameter on which the 
wavefunction depends. 

Observe, first, that the sets Sro, n = 1, 2, ... , 
are associated with distinct eigenstates and that, 
without preconditioning the value of micro-macro 
time, the same contingency that determines the 
eigenstate of the system determines the value of 
micro-macro time, up to a multiplicity. Such a 
contingency is representable in our construction by 
the selection of a point in S. In fact, our geometry 
which associates area in S with probability, permits 
the language of random selection of a point in S. 
We are, thus, led to the physical interpretation that 
an observation on a physical system is to be identi­
fied with a point selected at random in S. (The case 
in which the space S is extended to the trajectory 
space };. is discussed in the next section.) In the 
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absence of knowledge about the physical system, 
we impose no restriction on the subset in S from 
which a point is to be chosen. (Weare phrasing 
in the language of measure-theoretic probability the 
usual postulate of quantum theory to the effect that, 
prior to measurement, the wavefunction is a super­
position of eigenstates. In our case, the separate 
eigenstates correspond to subsets S1, S2, ... ,S .. , ... 
whose logical union comprises S.) Once a particular 
point is chosen at random from S (that is, an 
observation is made), one of the subsets S1) S2, 
. .. , S .. , ... is occupied, namely, that one from 
which the point was chosen. (We express in this 
way the familiar postulate of quantum theory to 
the effect that a measurement disturbs the system 
by causing the wavefunction to change to an eigen­
state in an unpredictable way.) 

We emphasize here that an observation on a 
physical system is not assumed necessarily to be 
conditioned on time having a preassigned instan­
taneous value. An unconditioned observation on a 
physical system is interpreted, in the language of 
micro-macro functions, as determining a value (pos­
sibly unmeasurable with precision) for time, up to 
a multiplicity, as well as values for physical measur­
abIes such as energy. That is, we understand that 
an observation is made on a space-time system. It 
is in this sense that the relativistic character of the 
present theory becomes apparent. 

It may next be remarked from analysis (39) that 
micro-macro time is multiple valued with spacing 
hi En between multiple values, depending upon the 
energy state of the physical system, where h is 
Planck's constant. This spacing is significant for 
small energy levels that are characteristic of the 
micro-world and infinitesimal for high energy levels 
of the macro-world. Thus, the characteristic that T 
assumes random values, determinable, up to a mul­
tiplicity, by the selection of a point in S, becomes 
insignificant for observations in the macro-world. 
In this sense, micro-macro time satisfies the cor­
respondence principle, its random character dis­
appearing in the large [see Fig. 5(b»). 

Let us clarify the meaning of the multiple-valued­
ness and the spacings hiE .. of micro-macro time. 
These spacings hiE .. must represent physically the 
degree to which time, as it relates to an observation 
on the system, is completely random. If we identify 
an observation on the physical system with a 
randomly selected point in S, and characterize the 
result of this observation with an exact energy En, 
then hi En must pertain to the uncertainty with 
which the time of the observation can be known. 

We find a physical explanation for the spacings from 
the uncertainty relation between time and energy 
measurements. We refer to the restriction between 
the uncertainty in parametric time At and the un­
certainty in energy AE: 

At AE ~ h, (40) ,....., 

where h is Planck's constant. This uncertainty rela­
tion can be inferred from the postulates of ordinary 
quantum theory (and thus from the present model 
also), though, unlike other uncertainty relations, it 
is known to have a rigorous derivation only in 
relativistic quantum mechanics. From (40) we read 
that the interval of time over which a measurement 
extends must be greater than hiE if any knowledge 
whatsoever is to be obtained about the energy E­
that is, if it is not to be the case that AE > E. 
In another sense, we can conclude from (40) that, 
if a physical system is in a pure energy state E, 
then time within an interval smaller than hiE is 
completely random with respect to our measuring 
devices, provided that the same measuring devices 
are to be at all sensitive to the energy of the system. 

Having given the spacings between multiple values 
of micro-macro time some physical meaning based 
on known quantum analysis, we give the following 
heuristic interpretation: The real component of 
micro-macro time, as a function of randomly chosen 
points in S, has the structure of a ladder with rungs 
placed at the multiple values of T and with spacing 
hiE .. between rungs depending on the energy of the 
system under observation. The ladder is translated 
with reference to each observation, so as to make 
the exact position of a rung completely random 
within an interval of length hiE ... To speak less 
exactly, the ladder is vibrating erratically relative 
to the space within which our observations are made, 
so as to make no position of a given rung within 
an interval of length hiE .. a reference point for a 
quantum mechanical measurement. For energies 
large in comparison to Planck's constant h, the rungs 
of the ladder are extremely close together and permit 
approximation by a real continuum, the continuum 
of the familiar time domain. 

While the random nature of micro-macro time 
helps us avoid the dilemma of instantaneous meas­
urement, the unmeasurable fineness of the spacings 
between multiple values may signal to the logical 
positivist a meaningless structure. On the contrary, 
it is from the detailed structure of micro-macro time 
that we compute the probabilities and expectations 
of quantum phenomena. Prior to any measurement 
on a physical system, we may meaningfully speak 
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of conditioning observation on an exact value of T, 
because, prior to any measurement, the origin of 
time is arbitrary. By imposing the restriction T = z, 
z = t + ivo on future observations and conceiving 
of probability density of T as a differential concept 
involving the derivatives of the inverses of T, we 
deduce the probability for a future measurement 
to yield an eigenstate. We see from (19) that the 
chance that a point arbitrarily chosen from 8 should 
be chosen from 8 .. , if T = z, is la~12. We see this 
by setting L in (19) to be the characteristic function 
of the set 8". (In the language of ordinary quantum 
theory, an observation at time t disturbs the system 
by causing the wavefunction to change in an un­
predictable way to an eigenstate cf> .. according to 
the probability la .. 12, where a .. is the coefficient in 
the expansion of the undisturbed wavefunction.) 
It is important to observe from the standpoint of 
micro-macro time, that the probabilities la~12 derive 
from a differential concept that takes explicit ad­
vantage of the local properties of T in the neighbor­
hood of a solution w .. to T(w) = z. The probabilities 
derive from minute variations in T that may in 
a physical sense be unobservable except through 
the physical measurement of probabilities, them­
selves. 

More generally, the conditional expectation (19), 
which is identified with quantum mechanical ex­
pectation, relates directly to the detailed structure 
of micro-macro time T. Intuitively, one conceives 
of the conditioning of micro-macro time to a fixed 
value as a means of isolating a differentially small 
subset in 8, namely, the subset over which micro­
macro time assumes values in an infinitely small 
neighborhood of the fixed value. Within the restric­
tions imposed by this subset in 8, one then observes 
an average of values assumed by a quantum me­
chanical measurable, such as the micro-macro func­
tion L of (19). The reasoning for quantum mechanical 
expectation is seen to be identical to that for condi­
tional expectation in the measure-theoretic prob­
abilistic sense, provided only that time is viewed 
as a micro-macro function on a space 8. 

7. OBSERVATIONS IN TRAJECTORY SPACE 
AND SIMULTANEOUS MEASUREMENTS 

In the last section, we confined our attention to 
observations on a physical system that could be 
identified with the random selection of a point in 8. 
Because 8 is partitioned into subsets 8 1, 8 2, ••• , 

8 .. , ... that we associate (through the physical re­
strictions of the Schrodinger equation) with energy 
states, 8 is a natural space over which to define 

micro-macro functions L that are measurable with 
respect to the smallest u-field including 817 8 2, ••• , 

8 .. , .... The same space is, thus, the natural space 
with which to associate operators that commute with 
the energy operator. It is, of course, also a space 
over which we may define micro-macro time. We 
saw that the deduction of conditional expectations 
of functions like L in Eq. (19), though they impose 
a condition on micro-macro time, do not entail a 
meaningless condition on T. Where probabilistic 
computations are specifically in reference to energy 
eigenstates, we interpret that an a posteriori observa­
tion results in a state that is stationary in time and, 
thus, prior to observation, the origin of time must 
be arbitrary. 

In contrast to observations relative to 8, observa­
tions on a physical system that are expressible in 
terms of the selection of points in trajectory space 
~. are strikingly different. In order to clarify this 
fact, we must first examine micro-macro time as 
defined on ~. [see Fig. (6)]. 

The interpretation of definition (24), in the light 
of assumption T7 , reveals that the structure of 
micro-macro time is very different as defined on 
~. and as defined on 8. When T is defined on 8 
we discover the multiple values with spacing hi En. 
When T is defined on ~. we discover the possibility 
of a variety of behaviors depending upon the number 
of eigenstates. In general, T, as defined on ~., is 
multiple valued and the spacing between multiple 
values is determined, in physical language, by the 
superposition of eigenfunctions in the composition 
of the wavefunction. The same multiple-valuedness 
of T as defined on ~. becomes reflected in the period­
icity in z of such functions as p(z, q) of (27). Here 
we see in formal language the electrical oscillations 
that are characteristic of mixed states. 

It is important to emphasize once again that the 
expectations conditioned on time are a differential 
concept having to do with the detailed structure 
of micro-macro time in a neighborhood of a specified 
point. This is true, whether micro-macro time is 
defined on 8 or on ~ •. We discover in this way 
that it is not meaningless to restrict selection of 
points of ~. by imposing a condition on micro-macro 
time as defined on ~ •. Questions having to do with 
instantaneous measurement do not enter. Conse­
quently, while the reasoning of conditional expecta­
tion, given T, remains the same as in the last 
section, application of that reasoning to formulas 
such as (28) result in truly time-dependent functions 
for expectations and distributions, as is charac­
teristic of mixed eigenstates. 
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In quantum theory, conjugate observables are 
generally expressed in terms of noncommuting op­
erators. In the notation of micro-macro functions, 
we consider a transformation on L2-space that supple­
ments the correspondence (22) with 

(40) 

according to 

1 fa> '" ( ) -'pal* d (P) 
(27rh)t _a> "". q e q = 'lr. . (41) 

This Fourier transform takes the eigenfunctions cf>n (q) 
of the orthonormal set {cf>,,(q)} into 1/;,,(p) of a new 
orthonormal set {1/;,,(p)} and gives us a new trajectory 
space ~p = lew, p) : w = 'lr.(p), - 00 < p < 00, 

z in the range of T}. On ~p we define a new class 
of micro-macro functions P in exact analogy to the 
way we define Q on ~a through definition (25). The 
functions Q and P play the role of conjugate ob­
servables. These functions can represent the position 
operator Q and the momentum operator P of or­
dinary quantum mechanics. Of course, the familiar 
uncertainty relations could be derived for them. We 
omit the details here which are the same as in 
ordinary quantum mechanics. 

Transformation (41) notably fails to give us a 
point-to-point correspondence between the spaces 
~Q and 2;p and, instead, gives a correspondence be­
tween trajectories. It is noticed that T can be defined 
on ~a, through definition (24), or on ~p, through 
a similar definition. That is, a condition on T char­
acterizes an ensemble of trajectories in ~. and an 
ensemble in ~p. We identify simultaneous measure­
ments on position and momentum of a particle with 
the two selections, made at random, of a point in 
~a and a point in ~p. We condition these selections 
(as described in the last section) upon the corre­
sponding differentially small subspaces in 2;. and 2;" 

over which micro-macro time assumes values in an 
infinitely small neighborhood of a fixed time value. 
The finer questions of the meaning of simultaneity, 
like the questions relating to instantaneous measure­
ment, must be referred once again to the detailed 
structure of micro-macro time, though they must 
inevitably express themselves in terms of the known 
uncertainty relations between conjugate observables. 

Dynamically speaking, we can identify successive 
L2-space points <1>,+ ••• or 'lr,+ ••• , considered as func­
tions of the real time parameter t, in much the same 
way that we speak of the dynamics of the wave­
function. The chief distinction in concept, as it 
derives from the present thinking, is concentrated 
in the relation between the points in L2-space and 

the probability densities. Through the concepts of 
micro-macro functions, probability densities are 
derived from the local behavior of trajectories as 
they depend on time. Probability densities asso­
ciated with Q or P derive from the idea of differenti­
ating the inverse of micro-macro time. In this way, 
the operation of taking the absolute square of the 
wavefunction has a geometric motivation, justified 
by the properties of analytic functions and con­
sistent with the identification, as in (16), between 
absolute values of crossproducts and absolute 
squares. 

8. SUMMARY 

We have presented the outlines of a probabilistic 
construction from which we are motivated to identify 
observations on physical systems with the random 
selection of points in topological spaces. The close 
analogies between certain mathematical entities in 
the construction and the entities of quantum me­
chanics lead us to make the entire construction con­
sistent with quantum mechanics. Details are carried 
out by restricting our work to the one-dimensional 
case in which the Hamiltonian generates a complete 
class of orthonormal functions in L2-space. Weare, 
thus, led to a theory in which quantum mechanical 
observables including energy, position, momentum, 
and time, are represented as functions on topological 
measure spaces. (We call these functions micro­
macro functions, as a modification of the random 
variable concept.) Each observable, including time, 
has a probability distribution. The conditional dis­
tributions and expectations of energy, position, and 
momentum, conditioned on the event that micro­
macro time has a specific value, are identical with 
the quantum mechanical distributions and expecta­
tions (within the generality of the case studied). 
It appears that the most natural spaces to serve 
as domains of definition for the energy and position 
micro-macro functions are distinct, the energy and 
position being representative of quantum mechanical 
operators with discrete and continuous spectra, re­
spectively. The space on which the position function 
is defined is a geometrical enrichment of the other. 
The selection of points from these topological meas­
ure spaces determine values for energy and position, 
as well as time. The spaces most natural for the 
domains of definition of conjugate observables, such 
as position and momentum, are also distinct and 
are related through the Fourier transform in such 
a way as to require the separate selection of a point 
from each space in order to determine "simulta-
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neous" values for position and momentum. The 
conditional distributions of position, given micro­
macro time, and momentum, given micro-macro 
time, possess the dispersion parameters (namely sta­
tistical variance) that satisfy the usual uncertainty 
relations. Details of these latter facts were not 
carried out. 

Micro-macro time was studied at some length, 
because of its unifying importance to the theory. 
The way in which it enters in the theory appears 
to be consistent with the spirit of relativity. The 
multiple-valued structure of micro-macro time and 
the spacings between multiple values were explained 
(at least tentatively) in terms of the correspondence 
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principle of quantum theory and the conjugate rela­
tion between energy and time that is characteristic 
of relativistic quantum theory. We observe that 
time, considered as a function on a topological space 
in which points correspond to observations, has 
strikingly different structure when the space is con­
sistent with observations on energy and when the 
space is consistent with observations on position. 

We have omitted from our present considerations 
notably the questions having to do with the degree 
of generality to which our probabilistic structure 
can be extended and the extent to which the struc­
ture satisfies or conflicts with the requirements of 
a hidden-variable theory of quantum mechanics. 
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Proofs are presented showing impossibility of assigning differential operators (quantum observables) 
to classical mechanical observables in such a way as to preserve the usual bracket formalism. Diffi­
culty is shown to arise even if we limit ourselves to preserving brackets between the Hamiltonian and 
a rather limited set of observables. Some other algebraic difficulties inherent in the operator assign­
ment problem are also discussed. 

1. INTRODUCTION 

I T is known that the set of dynamical variables e 
for a (classical) mechanical system has in a 

natural way a (real) Lie-algebra structure as well 
as a squaring operation. Lie multiplication of two 
dynamical variables is just their Poisson bracket 
and the square of a dynamical variable is just the 
square of the function representing the dynamical 
variable. 1 One of the principal objectives in quantiz­
ing a mechanical system is to find a natural "operator 
assignment" map A from a subspace of e into the 
real vector space ~sa of formally self-adjoint dif­
ferential operators on the configuration space of the 
system in question. 2 Since ~sa has a natural Lie 

* This paper was prepared with the assistance of NSF 
grants GP-2045 and GP-1988. 

1 e also has the structure of a commutative algebra, but 
this is supposed not to pass over to quantum mechanics, and 
is thus, except for the squaring, ignored. 

2 We assume that the configuration space has a natural 
measure on it, and "self-adjoint" is to be defined in terms of 
it. We ask the coefficients of differential operators to be infi­
nitely differentiable. These operators thus determine sym­
metric operators in the Hilbert space of square summable 
functions on configuration space, but we do not use this fact. 

structure and squaring operation defined on it, it is 
assumed that A preserves a reasonable amount of 
the algebraic structure of the domain of A. 

In practical situations an operator assignment map 
is assumed to exist, but to our knowledge none has 
ever been given explicitly. The usual procedure is 
to define A explicitly for a limited subset of e which 
usually includes linear and angular momenta, total 
energy and linear configuration observables. This 
suffices for most applications but hardly reveals a 
complete operator assignment procedure. It is our 
purpose to give several examples which indicate the 
domain of A must be, at most, a modest subset 
of e if one hopes to have the quantum observables 
(range of A) retain a reasonable amount of the 
algebraic structure of the corresponding classical 
observables. 

We stress the algebraic aspect of the operator 
assignment problem because we feel that the problem 
of preserving brackets, etc., is mainly an algebraic 
one and should be separated from typical Hilbert­
space problems of finding self-adjoint extensions, etc. 
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neous" values for position and momentum. The 
conditional distributions of position, given micro­
macro time, and momentum, given micro-macro 
time, possess the dispersion parameters (namely sta­
tistical variance) that satisfy the usual uncertainty 
relations. Details of these latter facts were not 
carried out. 

Micro-macro time was studied at some length, 
because of its unifying importance to the theory. 
The way in which it enters in the theory appears 
to be consistent with the spirit of relativity. The 
multiple-valued structure of micro-macro time and 
the spacings between multiple values were explained 
(at least tentatively) in terms of the correspondence 

JOURNAL OF MATHEMATICAL PHYSICS 

principle of quantum theory and the conjugate rela­
tion between energy and time that is characteristic 
of relativistic quantum theory. We observe that 
time, considered as a function on a topological space 
in which points correspond to observations, has 
strikingly different structure when the space is con­
sistent with observations on energy and when the 
space is consistent with observations on position. 

We have omitted from our present considerations 
notably the questions having to do with the degree 
of generality to which our probabilistic structure 
can be extended and the extent to which the struc­
ture satisfies or conflicts with the requirements of 
a hidden-variable theory of quantum mechanics. 
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Proofs are presented showing impossibility of assigning differential operators (quantum observables) 
to classical mechanical observables in such a way as to preserve the usual bracket formalism. Diffi­
culty is shown to arise even if we limit ourselves to preserving brackets between the Hamiltonian and 
a rather limited set of observables. Some other algebraic difficulties inherent in the operator assign­
ment problem are also discussed. 

1. INTRODUCTION 

I T is known that the set of dynamical variables e 
for a (classical) mechanical system has in a 

natural way a (real) Lie-algebra structure as well 
as a squaring operation. Lie multiplication of two 
dynamical variables is just their Poisson bracket 
and the square of a dynamical variable is just the 
square of the function representing the dynamical 
variable. 1 One of the principal objectives in quantiz­
ing a mechanical system is to find a natural "operator 
assignment" map A from a subspace of e into the 
real vector space ~sa of formally self-adjoint dif­
ferential operators on the configuration space of the 
system in question. 2 Since ~sa has a natural Lie 

* This paper was prepared with the assistance of NSF 
grants GP-2045 and GP-1988. 
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is thus, except for the squaring, ignored. 
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measure on it, and "self-adjoint" is to be defined in terms of 
it. We ask the coefficients of differential operators to be infi­
nitely differentiable. These operators thus determine sym­
metric operators in the Hilbert space of square summable 
functions on configuration space, but we do not use this fact. 

structure and squaring operation defined on it, it is 
assumed that A preserves a reasonable amount of 
the algebraic structure of the domain of A. 

In practical situations an operator assignment map 
is assumed to exist, but to our knowledge none has 
ever been given explicitly. The usual procedure is 
to define A explicitly for a limited subset of e which 
usually includes linear and angular momenta, total 
energy and linear configuration observables. This 
suffices for most applications but hardly reveals a 
complete operator assignment procedure. It is our 
purpose to give several examples which indicate the 
domain of A must be, at most, a modest subset 
of e if one hopes to have the quantum observables 
(range of A) retain a reasonable amount of the 
algebraic structure of the corresponding classical 
observables. 

We stress the algebraic aspect of the operator 
assignment problem because we feel that the problem 
of preserving brackets, etc., is mainly an algebraic 
one and should be separated from typical Hilbert­
space problems of finding self-adjoint extensions, etc. 
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Van Hovea proved a result similar to our Theorem 
5.1. A result similar to our Theorem 3.1 was proved 
by Groenewold. 4 Groenewold also stated a theorem 
similar to our Theorem 4.5 but his proof is uncon­
vincing.6 

2. WAVE-MECHANICAL OPERATOR 
ASSIGNMENTS 

Let n be an integer (usually 3, but often 1) and 
let H be a function defined on R 2", real Cartesian 
space of dimension 2n. The pair (R2

", H) is a Hamil­
tonian system with Hamiltonian function H, and is 
the usual point of departure from classical mechanics 
to wave mechanics. 

As usual, we denote the Cartesian coordinates in 
R2" by (x\ ... , x", Pl, ... , p,,), and call R2" phase 
space. Configuration space here is R" and (x\ ... , x") 
are used to denote the coordinates there. Functions 
defined on R 2

" are (classical) dynamical variables, 
and for two such variables, I, g one defines 

~ (at ag al ag) 
{f, gJ = L.. ap. ax; - ax; ap .. 

J -1 J 1 

(2.1) 

A (wave-mechanical) operator assignment A is a 
rule which assigns differential operators on R" to 
some of the dynamical variables. 6 If A assigns an 
operator to the dynamical variable I, we denote this 
operator by A(f) or when possible by AI. The class 
of dynamical variables I for which AI is defined 
shall be denoted by "dom A." We require that 
(A, p. being constant scalars) (2.2) for I and g in 
dom A one has)"1 + p.g in dom A, and A(),.I + J.l.g) = 

XAI + p.Ag. 
For differential operators F, G on R" one can 

define their commutator 

[F, G] = FG - GF. (2.3) 

It is a fact that the customary wave-mechanical 
operator assignment (denoted for the moment by A) 
"preserves the bracket" in the sense that A If, g} 

3 L. Van Hove, Acad. Roy. Belg., Classe Sci. Mem. ColI. 
in 8° 26, No.6, 1-102 (1951). Van Hove's results involve the 
terms of Hilbert space theory, and therefore do not make the 
algebraic nature of the problem as evident as we hope Theo­
rem VI does. A more recent account of these problems can be 
found in T. F. Jordan and E. C. G. Sudarshan, Lie group 
dynamical formalism and the relation between quantum me­
chanics and classical mechanics, Rev. Mod. Phys. 33, 515 
(1961). 

• H. J. Groenewold, Physica 12, 405 (1946). 
• Groenewold says (Ref. 4, p. 449) that if A is a commu­

tative algebra and B is a linear image ring under a map which 
preserves squares, then B is commutative. Professor P. C. 
Curtis, Jr. has kindly shown us that this is not true in general; 
and also that it is true for finite-dimensional semisimple rings. 

6 The relation A between dynamical variables and oper­
ators, may be regarded as a dictionary which assigns familiar 
names to quantum observables. 

is proportional [AI, Ag], at least to a certain extent. 
(It is this extent which we will explore.) 

To put the matter quantitatively, we choose a 
positive number h, and define 

j = 1, ... ,n. 

We modify (2.1) by defining a bracket 

[I, gJ = ~ U;; D;g - :;; Dd). (2.4) 

We shall now say that A preserves the bracket 
[I, g] if A(f, g] = [AI, AgJ. 

Our notation (2.4) has the advantage that neither 
i nor h appears explicitly. Nonetheless, this is the 
identical substance of the familiar problem. 

Let us give an example. Our Hamiltonian H shall 
be the Hamiltonian for a free particle 

(2.5) 

We will define a specific operator assignment to be 
called Ao. The domain dom Ao of our operator 
assignment A 0 shall be all dynamical variables I 
which are polynomials in Ph ... , p" with coefficients 
which are indefinitely differentiable functions of 
x\ " ... , x". Because of (2.2), it will suffice to assign 
operators to dynamical observables of the form 
ap~'p';' ... p::". Using a notation to be explained 
presently, we will define 

Ao(ap~' ... P::") 

(2.5a) 

The expression appearing in front of a is to be 
multiplied out according to commutative algebra. 
Then the terms are applied to the multiplication 
operator a appearing on the right, as in the following 
example: 

cO~: ... O~:R~: ... R~:a 

= c(D~' ... D~"a)D~' ... D:". 

The rationale here is that OD; prefixed to a linear 
differential operator F means the new operator ob­
tained by applying D; to each coefficient of F, 
assuming that F is written in the usual way, with 
coefficients on the left. Further, RD;F means FD;. 
(Thus 0 and R commute.) Later, we use also L Dp 

where (LDjF)(if;) = Dj(Fif;). It is important to note 
that 

(2.5b) 

so that the L, 0, R symbols commute. 
The term of highest order in (2.5a) is a D~' ... D:'·. 
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We list a few specimens: Ao(a) = a, 

Ao(ap;) = aD; + !(D;a), (2.5c) 

Ao(ap~) = (!Ol + RI)2a = (iO~ + OIRI + R~)a 
= HD~a) + (Dla)DI + aD~, (2.5d) 

where we abbreviate OD, by 01, etc., and 

A O(apIP2) = (!Ol + RI)(!02 + R2)a 

= (iOI02 + !OIR2 + !02RI + RIR 2)a 

= tcDID2a) + !(Dla)D2 

(2.5e) 

The extent to which this Ao preserves brackets 
is indicated by the following. 

Theorem I. For the operator assignment Ao given 
by (2.5a) and the Hamiltonian (2.5), 

Ao([H, fl) = [AoH, AofJ. (2.6) 

For f and g whose degrees as polynomials in 
Ph ... , P .. have a sum at most two, 

Ao([f, gJ) = [Aof, Aog]. (2.7) 

But (2.7) does not always hold, since 

Ao[a, bp~] = [a, Ao(bp~)] + ib(D~a). (2.8) 

Proof. The assertions concerning (2.7) and (2.8) 
are established by working out individually the 
seven different cases that may occur, and we ask 
the reader to accept them as valid. However, (2.6) 
involves some technique, and a proof is now given. 
It suffices to take 

f = ap';' ... p:". 

Considering (2.5) and (2.4) we obtain 

[H, f] = (L aiP;)p~' ... p::", 
; 

where a; stands for D;a. Writing 0; for ODil etc., 
as we did before, (2.51) yields 

Ao[H, f] = (!Ol + RI)m, ... 

X (!O" + R,,)m. L (!O; + R;)a;, (2.8a) 
; 

because (2.5a) says, briefly, that a factor !O; + R; 
should be included in Ao(f) for each occurrence of 
Pi in f· 

For the Hamiltonian itself we have 

Ao(H) = ! L D~. 
Hence 

Ao(f)Ao(H) = (!Ol + RI)m, ... 

X (!O. + R,,)m"! L R~a. 

This is true because Rja = aD;, etc., as explained 
before. For Ao(H)Ao(f) we need to use L; which 
is an abbreviation for LDil since it means "put D; 
in front of the operator" i.e., "apply the operator 
and then apply D j ." Thus 

Ao(H)Ao(f) = (!Ol + RI)m, ... 

X (!O" + R,,)m.! L L~a, 
; 

whence 

[Ao(H), Ao(f)] = (!Ol + RS'" 

X (!O .. + R,,)m"! L (L~ - R~)a. (2.8b) 

Using (2.5b), we see that L~ - R~ = (L j + R;)Oj = 
(0; + 2R;)O;. Hence 

! L (L~ - R~) = L (!O; + R;)a;. 

Inserting this into (2.8b), and comparing the latter 
with (2.8a), establishes (2.6). Thus Ao preserves all 
brackets involving H, some brackets not involving 
H, but not all brackets. 

3. NO ASSIGNMENT PRESERVES 
ALL BRACKETS 

Theorem II. Let A be any wave-mechanical op­
erator assignment for the free particle with Hamil­
tonian (2.5). Suppose dom A contains all polynomials 
in the p's and the x's. Suppose that for every7 a, 

A(CE p~, aD = [): D~, a] (3.1) 
and 

A([L p~, apI]) = [L D~, A(apI)]' (3.2) 

Nevertheless, there are a and b for which 

A([[L p~, apI], bpi]) 

rf [A[L P:, apI], A(bpl)]. (3.3) 

Proof. The assignment Ao of 2.5a has properties 
(3.1) and (3.2). Let B = A - Ao. Then 

B([L p~, a]) = 0, (3.1a) 
and 

B([L p~, apl]) = [L D~, B(apl)]' (3.2a) 

Suppose a depends only on Xl. Then (3.1a) says that 
B(2Plal ) = 0 where al = Dla. Every polynomial 
depending only on Xl is of the form al so that 
B(apl) == 0 whenever a depends only on Xl. There­
upon (3.2a) tells us that B(2PlaI Pl) = 0 and we 
conclude that B(ap~) == 0 whenever a depends only 
on Xl. Therefore, if = were true in (3.3), it would 

7 As implied in the hypotheses, the a's and b's in (3.1)-(3.3) 
are polynomials in the x's. An analog of Theorem II in which 
the a's and b's are analytically different is treated later in 
Sec. 5. 
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also be true that (as we shall suppose) 

A o([2p 1apl, bpI]) = [A o(2p1apl), Ao(bpl)], (3.3a) 

wherever a and b depend only on Xl. Whereas A 
was quite unknown, Ao is explicitly known. As the 
reader may verify, the zeroth-order term for the 
operator on the left of (3.3a) is a1b lll +allbll - !allllb. 
On the right, it comes out a1blll + !allbll - !al1l1b. 
(Here al1 = Dial) etc.) Thus (3.3a) is absurd, and 
Theorem II is proved. 

Remark. The term [2: p~, apl] in (3.3) shows that 
no operator assignment preserves brackets even if 
we restrict its domain to the linear dynamical ob­
servables [compare (2.7»), plus those obtained from 
these by bracketing with H. 

We now consider a Hamiltonian of the form 

H = ! 2: p~ + v, (3.4) 

where v depends only on x\ ... , xn. Addition of 
(2.6) and (2.8) shows that now, even brackets [H, fJ 
may not be preserved by A o. Our next theorem shows 
that the same is true for any operator assignment. 
For simplicity, we consider only the one-dimensional 
case, and write D for D 1, x for xt, etc. But D 1a 
we denote by a l • 

Theorem III. Let A be a wave-mechanical op­
erator assignment for the one-dimensional system 
with Hamiltonian H = !p2 + v. Suppose dom A 
contains all polynomials in the x's and p's. Suppose 
further that A(a) = a for each polynomial a depend­
ing only on x, and for each such a, 

A([!p2 + v, apk]) = [!D 2 + v, A(apk)] (3.5a) 

for k = 0, 1,2,3. Then the third derivative v"' of the 
potential is zero. 

Proof. First we define R o, .,. , Rs by 

Ao[v, apk] = [v, AO(apk)] + R k. 

We can also write the equation 

AO[!p2, apk] = [!D2, AO(apk)]. 

From (2.8) we obtain Ro = R I = R2 = 0, Rs = taVIII' 
From (3.5a) we obtain 

A[!p2, apk] - A(kav1pk-l) 

= [!D2, A (apk)] + [v, A (apk)]. 

In this equation we let A = Ao + B and use the 
two preceding equations about Ao. The result is 

B[!p2, apk] - kB(avlpk-l) = [!D2 + v, B(apk)] - R k , 

so that 
B(a1pk+l) = kB(av1pk-l) 

+ [!D2 + v, B(apk)] - R k • (3.:'5b) 

Now B(a) = A(a) - Ao(a) = O. Thus (3.5b) written 
down for k = 0 gives B(aIP) = O. This implies 
B(ap) = 0 for all a. Then (3.5b) for k = 1 gives 
B(a I P2) = O. This argument is repeated until k = 3, 
where we get B(aIP4) = - Rs. Now we select a = l. 
Then a l = 0 so that 0 = tV111' Thus v"' = O. 

This shows that only for the harmonic oscillator 
and the falling body do you have preservation of 
all brackets containing H. 

4. PRESERVING SQUARING 

Theorems I and II show that for a free particle 
(2.5), the operator assignment Ao preserves brackets 
as well as any other, and in particular those involv1ng 
H. But brackets are not the only things one likes 
to see preserved: there is also the algebraic operation 
of squaring. The impossibility of preserving both, 
even though dom A is held down to polynomials 
in x and p of degree not exceeding 4, is shown by 
the following. 

Theorem IV. Let A be a wave-mechanical operator 
assignment for the system (2.5) (n = 1). Suppose 
x2, X4, [H, x2], [H, X2]2, and [H, [H, x'J) are in dom A. 
Suppose 

A(Hp2, [!p2, x4]]) = HD2, [!D2, x'J). (4.1) 

Then 
A(3[!p2, X2]2) ,t. 3[!D2, X2]2. (4.2) 

Proof. The 3 in (4.2) has been put in so that the 
dynamical variables in (4.1) and (4.2) upon which 
A shall act are identical, namely, 12x X2p2. But the 
operators on the right emerge as 12x~x2D2 + 
24x~xD + 6x~ and 12x~x2D2 + 24x~xD + 4x! re­
spectively, thus proving Theorem IV. 

Suppose we forget about preserving brackets, but 
ask that A have the familiar form 

A(ap) = aD + !(Da). (4.3) 

Then squaring cannot be preserved, either. 

Theorem V. Suppose A (for n= 1) has the property 
(4.3). Suppose xSp, (x2 ± X4)p, X6p2, and (x2 ± X4)2p2 
are in dom A. Then the following three relations 
cannot all hold: 

A(X6p2) = (A (XSpW, 

A«X2 + X4)2p2) = (A«X2 + X4)p»2, 

A«x2 _ X4 )2p2) = (A«x2 _ X')p»2. 

(4.4a) 

(4.4b) 

(4.4c) 

Proof. Subtracting (4.4c) from (4.4b) , and using 
(4.4a) leads to the relation 

2(A(x3 )p)2 = A(x2p)A(x4p) + A(X4p)A(X2p). 

But this is incompatible with (4.3). 
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5. AN ANALYTIC VARIANT OF AN 
EARLIER RESULT 

It might still be hoped that we could find an 
operator assignment A with the property that 
A[j, g] = [Af, Ag] whenever the dynamical variables 
f, g, and If, g) all generate one-parameter groups 
of contact transformations. The dynamical variables 
treated in Sec. 3 do not generate one-parameter 
groups of contact transformations in general. The 
following theorem will show no such operator assign­
ment exists even if we restrict ourselves to dynamical 
variables which are at most quadratic in the p's. 
Moreover, as in the previous results, the difficulty 
will be of an algebraic nature and will have nothing 
to do with Hilbert-space theory. 

Theorem VI. There does not exist an operator 
assignment A for the system (R 2n, lCL7-1 pm with 
the following properties: 

(a) dom A contains all dynamical variables which 
generate one-parameter groups of contact transform­
ations and are at most degree 2 in the p's; 

(b) if f(xt, ... , x") is an indefinitely differentiable 
function on Rn and {lCL7=1 pD, f(xt, ... , x") ) 
generates a one-parameter group of contact trans­
formations, then 

A[~ (1; p~), f(xt, ... ,X")] 

= [~(?; m), t(x , ... ,Xft)} 
(c) if f(x', ... , xn) is as in (b) and 

generate a one-parameter group of contact trans­
formations, then 

A[~(1;p~), [~(1;P~)'f(X\'" ,X")]] 

= n (?; m), n (?; m), t(x', ... ,Xn)Jl 
(d) if f = L;.k a;k(x', ... , Xn)P,Pk, g = 

Li b;(x', ... , xn)p; and If, gJ generate one-param­
eter groups of contact transformations, then 

Art, g] = [Af, Ag]. 

Proof· We first prove the theorem for the case 
n = 1. Let 0 < c < d and define 

tex) 

1 1 
= exp-- - --, 

x-d x-c if c < x < d 

o otherwise. 

t is indefinitely differentiable as is 

F(x) = ld I(t) dt / ld t(t) dt 

which has value I for x ~ c and 0 for x ~ d. Let 
a(x) = F(x2) and a(x) = a(x) - a(x - 2d1). Then 
it is easy to verify that a(x) has the following 
properties: 

(i) a(x) is indefinitely differentiable and has com­
pact support; 

(ii) if x is such that a(x) = 0, then da(x)/dx = 0 
and d2a(x)/dx2 = 0; 

(iii) if x is such that da(x)/dx = 0, then 
d

2
a(x)/dx

2 = 0; 
(iv) f'~oo a(x) dx = 0; 
(v) (da/dx)d2(a2)/dx2 ¢ O. 

Properties (i)-(v) guarantee that 

a(x)p2 = H p2, H p2, J:a> fa> a(u) du dt}}, (5.Ia) 

a
2
(x)p = {~p2, fa> a

2
(t) dt}, (5.Ib) 

3a2 (x) ~: . p2 = {a(x)p2, a2(x)pJ 

= {~p2, H p2, l%a> a
3
(t) dt}} (5.lc) 

all generate one-parameter groups of contact trans­
formations. This follows on one hand from the fact 
that C(X)p2 generates a one-parameter group of con­
tact transformations if C(x) is indefinitely differenti­
able with compact support and has the property 
that C(x) = 0 implies dC(x)/dx = 0 [which (i)-(iv) 
guarantee for (5.Ia) and (5.Ic)] and on the other 
hand from the fact that C(x)p generates a one­
parameter group of contact transformations if C is 
indefinitely differentiable with compact support 
[which (i) guarantees for (5.Ib)J. 

Now note that (5.Ia, b, c) and conditions (a), 
(b), (c) on the operator assignment A determine 
A(a(x)p2), A(a2(x)p), and A [a (X)p2, a2(x)p]. and thus 
a straightforward calculation gives 

[A(a(x)p2), A(a2(x)p)J 

= A[a(x)p2, a2(x)p] - !a,(a2)1l 

and then (d) cannot hold by property (v) for a(x). 
The proof for arbitrary n follows directly by 

applying the above arguments to 
Ii n 

I = L a2(x;)p;, g = L a(xi)p~ 
i-I ;=1 

and /g, fJ. Then the theorem is proved. 
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A functional peratization expansion is defined in the charged vector meson theory of weak inter­
actions. The simplest approximation is carried through and shown to yield an allowed lepton-lepton 
scattering amplitude, properly damped on the light cone. A basic deficiency in this procedure is the 
absence of any criteria for the estimation of the character and size of successive corrections. 

1. INTRODUCTION 

H IGHER-ORDER corrections to the leptonic 
weak interactions, mediated by charged W­

mesons of spin 1, using the technique of the so­
called peratization approximation to the ladder 
approximation Bethe-Salpeter (BS) equation,l have 
recently been discussed by Feinberg and Pais.2.3 
Their main result concerning the effective modifica­
tion of the one-boson-exchange scattering amplitude 
at zero momentum transfer has been derived in an 
alternate manner by Pwu and Wu/ and also by 
Beg,S again in the approximation of considering 
ladder graphs only. An essential part of these cal­
culations is the use of regularized propagators; all 
iterations are performed in terms of these quantities, 
and at the end of the calculation the regulator 
masses are allowed to become infinite and finite 
results are obtained. However, it was noticed by 
Bardakci, Bolsterli, and Suura 6 that, if the ladder 
approximation iterations are performed in config­
uration space without prior regularization, the re­
sulting amplitude has an essential singularity on 
the light cone which cannot be regularized away; 
that is, regularization will permit a Fourier transform 
to be defined, but in the limit of large regulator 
masses, the essential singularity will again appear. 

The purpose of this paper is to investigate, in 
one special approximate way, the effect of all the 
contributing ladder and crossed graphs on the 
leptonic scattering amplitudes. It has been em­
phasized by Pwu and Wu7 that there is no reason 
to consider the crossed graphs as less significant 
than the ladder graphs; and it has long been known 8 

* Supported, in part, by the U. S. Atomic Energy Com-
mission. 

1 E.E. Salpeter and H.A. Bethe, Phys. Rev. 84,1232(1951). 
2 G. Feinberg and A. Pais, Phys. Rev. 131, 2724 (1963). 
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133, B1273 (1964). 
7 Y. Pwu and T. T. Wu, Phys. Rev. 133, B1299 (1964). 
• R. P. Feynman, Phys. Rev. 76, 769 (1949). 

that, for example, in a neutral vector meson theory 
all graphs of each order must be included in order 
to demonstrate gauge invariance. From the work 
of Zumin09

•
1o it is clear that although configuration 

space essential singularities do occur, they are can­
celed upon going to the momentum-space mass shell 
of the amputated scattering amplitudes in gauge­
invariant theories; and conversely, such singulari­
ties-but without the delicate mass-shell cancella­
tions-may be anticipated in certain approximations 
to non-gauge-invariant theories, and specifically in 
the charged vector meson theory considered here. 
The possibility of finding essential singularities upon 
iterating the simplest crossed graph has been men­
tioned in a previous note"; in the language of the 
BS equation, what is of importance here is the 
light-cone behavior of the entire irreducible ampli­
tude, rather than the behavior of a finite-order 
approximation thereof. 

The aim here is to attempt a treatment of the 
crossed graphs which isolates possible damping mech­
anisms corresponding to the summation of successive 
terms from an infinite number of such graphs. For 
this discussion, a damped amplitude is one which 
does not contain an essential singularity on the 
light cone, and a damping mechanism is understood 
to mean a method of rearranging and summing 
selected approximations to all the permitted Feyn­
man graphs which results in a damped amplitude. 
Such damping is the main goal of this paper; but 
it should be emphasized immediately that a discus­
sion so limited is unsatisfactory. Aside from the 
simplifying approximations of neglecting self-energy, 
vertex-type, and closed fermion loop structure, which 
one cannot even begin to justify, the basic short­
coming is that there is no obvious way of guarantee­
ing that corrections to the damped amplitude ob­
tained here will (a) also be damped, and will (b) 

9 B. Zumino, J. Math. Phys. 1, 1 (1960). 
10 B. Zumino, Nuovo Cimento 17, 547 (1960). 
11 H. M. Fried, Phys. Rev. 133, B1562 (1964). 
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possess Fourier transforms which, for certain values 
of momentum transfer, for example, are of higher 
order. Even if (a) is satisfied, it is easy to construct 
examples which violate (b). The existence of sets 
of damped amplitudes is in some sense the con­
figuration-space analog of momentum-space power 
counting arguments,12 where one sums the leading 
divergent singularities of each order, the next-to­
leading singularities, and so on. 

In spite of these inadequacies, this discussion may 
be of some value in setting the stage for a more use­
ful study. It is possible to state the problem, at 
various levels of approximation, in terms of cor­
responding graphical approximations to the complete 
BS equation. However, it is considerably more con­
venient to employ a variant of Schwinger's functional 
techniques in order to enumerate, in succinct fashion, 
all the Feynman graphs permitted by the selection 
rules for each specific amplitude. Further, the func­
tional method has the advantage of permitting a 
simple comparison with gauge-invariant theories, 
and, indeed, of suggesting approximation schemes 
based upon gauge techniques. The method employed 
works directly with the functional expression for the 
scattering amplitude, with a peratization13 expansion 
given in terms of approximations to the basic fermion 
Green's function defined in the presence of an ex­
ternal, gradient source. Although there is no gauge 
invariance in this problem, the gauge properties of 
these Green's functions are pertinent here; and one 
has the strong feeling that further progress in this 
subject is dependent upon a better application of 
these gauge techniques. 

The arrangement of these few remarks is as 
follows. Section II contains the basic notation. The 
peratization expansion is defined in Sec. III, where 
the contribution of the simplest approximation to 
the allowed lepton-lepton scattering amplitude is 
computed. Corrections may easily be defined, al­
though their calculation may be more difficult, using 
the same methods; but these are not considered in 
this paper. Some miscellaneous comments concerning 

12 Such as those introduced by T. D. Lee, Phys. Rev. 128, 
899 (1962). 

13 The definition of peratization really needs some clarifi­
cation. It is not proper to use this word to describe the con­
tributions obtained from the gradient part of the boson 
propagator only, since many prior gauge--invariance argu­
ments have discussed just these terms; yet the latter hope­
fully provide the dominant effect when the special gauge 
cancellations are prevented by the selection rules. Peratization 
is here used to specify that initial step of an approximation 
procedure, suggested by the dominance of the boson propa­
gator's gradient terms in those situations where one knows 
beforehand that the latter do not cancel. Physically, the 
approximation means that external momenta are neglected 
compared to virtual momenta. 

these approximations, and some of the details, have 
been put into a short Appendix. 

II. FUNCTIONAL NOTATION, PAISOTOPICS,H 
AND THE BS EQUATION 

The basic problem under consideration is the 
scattering of a pair of leptons, say A and B, interact­
ing via the exchange of charged W_mesons. 16 To 
avoid clumsy symmetrization of the configuration 
space amplitudes, A and B will always be considered 
as distinct; that is, A will correspond to an electron 
and/or its neutrino, and B to a muon and/or its 
neutrino. The coordinates of A will always be des­
ignated by the subscript 1, while those of B shall 
carry the subscript 2. All lepton masses are zero 
and the W mass is M. Using a convenient p-spin 
notation, the interaction Lagrangian may be written 
in the form 

L' = (ig/V2){;,'Yil + 'Ys)d·W~Vt, + (e +-+ ,.,.). (1) 

where 

W (1) = 1 /W + wt] 
~ V2 ~ ~. 

and where g is the coupling constant of Ref. 2; the 
U; are the Pauli matrices. Under the approximation 
of neglecting all leptonic closed loops, vertex-type, 
and self-energy structure, the unamputated scat­
tering amplitude is defined functionally (Appendix 
A) by 

M(x; y) = M(x1YI, X2Y2) 

= eDl'W~J.~/~J'lGA(XIYl I J,,) 

X GB (X2Y2 I J~) IJ-J'-o, (2) 

where GA,B is the Green's function of lepton A or 
B in the external c-number field J;;)(x), i = 1 and 2, 

['Ypa: - (ig/V2hil + 'Ys)d-Jix)] 

X G(xy I J,,) = o(x - y). (3) 

The functional differentiation operator D, IS de­
fined by 

DF [o~' o~,J 
(4) 

14 We single out the isotopic spin formalism useful in de-­
scribing the purely leptonic weak interactions by assigning 
to it the name "Paisotopic spin," or p-spin. 

16 The methods used here stem from the introduction of 
charged vector meson fields in the basic interaction. An alter­
nate approach, in which these bosons appear as resonant 
objects obtained from a Fermi interaction, has been outlined 
by J. G. Taylor, Nuovo Cimento Suppl. 1, 857 (1964). 
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where .:l';(x) = fop. - M-2apa.].:lF(X) is the boson 
propagator of mass M. It is not difficult to see that 
the expansion of the exponential factor of (2) gen­
erates all the ladder and crossed graphs consistent 
with the selection rules. The connected, amputated, 
configuration-space scattering amplitude is denoted 
by T(x; Y), and is related to M(x; y) by 

M(x; y) = S~(XI - YI)S;(X2 - Y2) 

+ J S;(XI - UI)S;(X2 - u2)T(u; v) 

X S~(VI - YI) S;(V2 - Y2), 

where the S~' B represent free-lepton propagators of 
zero mass. The mass-shell Fourier transform of T, 
between the appropriate lepton spinors, is the cor­
responding S-matrix scattering amplitude. 

Corresponding to the interaction (1), under the 
restriction of charge conservation, the scattering 
amplitude T may be separated into three paisotopic 
amplitudes, 

T(x; y) = P.T.(x; y) + PfTf(x; y) + PeTe(x; y) 

as noted in Ref. 11 and repeated here for complete­
ness. The "allowed" amplitude (e.g., for the process 
e- + Pp ---? p. + J.L -) is denoted by Ta , and is rep­
resented in lowest order by the one-boson-exchange 
graph; Tf denotes the "forbidden" amplitude (e.g., 
e- + Pp ---? e- + pp) represented in lowest order by 
a two-rung ladder graph; and T c denotes the "for­
bidden" amplitude (e.g., e- + J.L - ---? e- + J.L-) 

represented in lowest order by the simplest crossed 
graph. The operators p •. f. c are given by 

1 ~ A R 
p. = 2 f=: CY iCY j , 

P f = ![l - CY~CY~], 

Pc = ![1 + CY~CY~], 
and are linearly related to the three p-spin projection 
o13erators PI. 2,3: 

PI = ![Pf + P a ], P 2 = ![Pf - Pa], P 3 = Pc. 

The relation of (2) to the conventional BS equa­
tion can be seen by amputating on the X I .2 coor­
dinates; this yields, with the aid of (3), 

2 2 

- ~ e
D

}' i.~1 [-yJl + 'Ys)CY,]Ah·.(l + 'Y5)CYj·h 

X J~j)(XI)J~(j')(X2)G A(XIYI/J a)GB(X2Y2IJfi) 10' (5) 

The last term of (5) splits naturally into two parts: 

ig2 [-y/l + 'Ys)]A['Y.(l + 'Y5)]B.:lP;'(XI - X2)PaM (X; y) 
2 2 

+ ~ j.~1 [-y.(l + 'YS)CYj]A['Y.(l + 'Y5)CYj']Be
DP 

X J .:l";(XI - Z2).:l·;(X2 - Zl) }) GA(XIYI I Ja) 
OJ}. (Zl) 

(6) 

In the second term of (6) are included these graphs 
containing at least one pair of crossed internal lines, 
among which are all the irreducible crossed graphs; 
it is evident that the use of only the first term of (6), 
in (5), generates the coupled ladder graph BS equa­
tions for T. and Tf (written for the partially am­
putated amplitudes) of Ref. 2. 

m. THE PERATIZATION APPROXIMATION 

A functional peratization method is now applied 
to the basic amplitude (2). We first write the func­
tional differential operator DF[o/fiJ, o/fiJ'] in the 
form DF = D; + D; where D; is obtained from 
the 0", part of the boson propagator in (4), and 
D~ is the contribution of the gradient portion. The 
unamputated amplitude is then written in the form 

M(x; y) = eD}" 'eDP'GA(XIYI I Ja)GB(X2Y2 I J~)lo, (7) 

and (7) is expanded in powers of D;. Thus M = 
2::-0 M(n), where the superscript n refers to the 
number of "oP' boson lines" exchanged. The object 
here is to define an expansion in powers of that 
part of the coupling associated with the conven­
tionally renormalizable part of the interaction, and 
simultaneously, to sum over all terms associated 
with the nonrenormalizable part of the interaction. 
By extracting contributions from all graphs in this 
way, one hopes to construct a set of amplitudes each 
of which is well damped on the light cone. 

We calculate here only M(O) (or rather, its first 
approximation, defined below), 

M(Ol(X; y) = GA(XIYllaaA)GB(X2Y2 I J~)lo, 

where 

A (;)(Zl) = - 1~2 J a;' .:IF(ZI - Z2) OJ'}~)(Z2)' 

(8) 

(9) 

and it is now necessary to evaluate G(xy I aaA). 
Because of the everpresent Paisotopic factors, this 
problem, trivial in a gauge-invariant theory, is quite 
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impossible here, and a further set of approximations 
must be developed. 

The method adopted consists of a peratization 
approximation to the lepton Green's functions de­
fined in the presence of an external gradient source, 
as in (9). One defines a sequence of approximations 
to G(xy I OaA), say G = E:-o G(m>, which can be 
inserted term by term into (8) and the functional 
operations performed explicitly. The only qualifica­
tion is that certain functions, for particular values 
of their arguments, will have to be considered as 
continuations of the explicitly obtained functions; 
this situation is familiar from the work of Ref. 2. 
In the place of (7) and (8) one then writes 

M = t M(n",) = t (Dft 
,.,m-O n.m=O n. 

X G~m)(XIYl I A)GB (X2Y2 I J~) 10' (10) 

and in particular, we consider here only the simplest 
term, 

M(OO)(x; y) = G~O)(XIYl I A)GB (X2Y2 I J~) 10' (11) 

With such an expansion procedure, the corresponding 
amputated functions T(''''')(x; y) are related to the 
M(Am)(x; y) by 

M(n",)(x; y) = S~(XI - Yl)S:(X2 - Y2)~"0~mO 

one will be performing, in momentum space, the 
approximation of neglecting external (q) compared 
to virtual (k) momenta in the integral equation for 
the partially amputated function. The lowest-order 
approximation takes the familiar form 'Y' k['}'· k 
'Y·qfl ~ 1, and generates 

'Y.o:G(O)(xy I A) == G(O)(xy I A) 

= [1 + iad'A(x)rl~(x - y). (14) 

Using the adjoint form of (3) to extract the dis­
connected part of the amplitude, one has 

M(OO)(x; y) - S~(XI - Yl)S:(X2 - Y2) 

= i~ (1 + 'Y5)A J G~O)(XIZI IA)[dA''Y~O;'A(Zl)] 
X GB (X2Y2 I J~) 10' S~(ZI - Yl), (15) 

or, in terms of the amputated amplitude, 

T(OO)(x; y) = -i (y/V2)(I - 'YS)AG(})(X1Yl I A) 

X [dA ''Y~O='A(Yl) ]GB (X2Y2 I J~) 10' (16) 

Inserting (14) into (16), one obtains 

T(OO)(x; y) = -i (y/V2)['Y,.(1 + 'Y5)]A~(XI - Yl) 

X [1 + igV2dA ·A(Xl) r 1 

X (dA'o:'A(X1»GB (X2Y2 I Jp)lo. (17) 

+ J S~(XI - Ul)S:(X2 - u2)T(nm,(u; v) 

X S~(VI - Yl)S:(V2 - Y2)' 

No further approximation is required for the evalua­
tion of (17); this is carried out in Appendix C, where 

(12) the result is shown to be 

The expansion used here may be defined starting 
from the integral form of (3), 

G(xyloaA ) = SF(X - y) + ia J SF(X - z) 

X [d''Y"o;A(z)]G(zy I oaA), 

a = (g/V2)(1 + 'Ys). 

(3a) 

Performing an integration by parts on the last term 
of (3b), the result may be written in the form 

GA(xy I OaA ) = SF(X - y) - ia J SF(X - z) 

X [d·A(z)l'Y"o;GA(zy I OaA ) 

+ ia}.[d·A(z)]GA(zy I OaA ) , (13) 

where the desired Green's function is then given 
by GfA = 1]. If the solution to (13) is expanded 
in powers of A, 

'" GA = E A "'G(m) , 
"'~O 

(18) 

Here, BD(x) denotes the gradient portion of the one­
boson-exchange graph, 

BD(x) = -i~r 
(19) 

and 

J(f) = ~ 11'" d~ d7]e- (~+,) [1 + cosh (2f~i7]!)] 

== ! + !J(f), (20) 

where f(x2) = i(2y/M)2dF (X). The Fourier trans­
form of (18), between lepton spinors, represents the 
mass-shell scattering amplitude, and is, in this ap­
proximation, a function of momentum transfer only. 
From (20) one sees that only "half" of the gradient 
part of the one-boson-exchange term is affected. 



                                                                                                                                    

1080 H. M. FRIED 

The integral (20) exists and may be immediately 
evaluated when -1 < Re f < 1, and the definition 
of J(f), for arbitrary f, shall be taken as the cor­
responding continuation of the result of this in­
tegration. For this, we note that the continuation 
of J (f) corresponding to large and real values of f 
vanishes according as'6 J(f) "-' r 2 In If I , providing 
an explicit example of light-cone damping. 

Application of the heuristic argument in the Ap­
pendix of Ref. 2, which may be expected to be valid 
in the absence of essential singularities, shows that 
the 'I)-factor appropriate to this approximation is 
'I) = i instead of the t of Ref. 2; this is because 
of the peculiar decomposition of (20), where the 
damping occurs for J(f) rather than for 1(f). The 
actual 'I) value resulting from any such finite number 
of approximations may, of course, bear little relation 
to the factor defined by the infinite sequence of 
approximations which have not yet been considered. 

IV. SUMMARY 

While it is satisfying that the functional peratiza­
tion method employed leads, in simplest approxima­
tion, to a damped amplitude, emphasis must again 
be placed upon the basic deficiency of all calcula­
tional methods, here and elsewhere, thus far pro­
posed: one has no a priori way of estimating cor­
rections. 
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APPENDIX A 

The derivation of (2) from Schwinger's functional 
solution to the field equations will be brieft.y sketched 
here, using a simplified example of a scalar interac­
tion, L' = gi/-W1f;; in this way, the decomposition 
of the vector boson field into transverse and longi­
tudinal parts, which is not relevant to the particular 
approximate result desired here, may be bypassed. 
The generating functional, from which all the un­
renormalized and unamputated n-point Green's func­
tions are constructed by functional differentiation, 
is given by 

,. Similar damping can be constructed for the allowed 
amplitude if one merely multiples the g2n peratized n-rung 
ladder graph contribution of Ref. 2 by the number of graphs 
permitted in that order, and sums over all odd n. I am in­
debted to Professor A. Pais for some correspondence on this 
point. Identical results can be obtained from a modified 
Bloch-Nordsieck functional model. 

Z['I), ii, j] = ~ exp ~ jl1,j) . exp ( - ~ 8~ t1/6~) 
. exp L[J] . exp (iiiG [J) 'I), {AI} 

where N is a normalization constant, J(z) = 
f 11,(z - z')j(z') , and L = -Tr In [G[J)·a-1{o]J 
represents the closed loop dependence. We are not 
interested in external W-lines (hence i -+ 0), and 
all closed fermion loops are to be neglected (L -+ 0, 
N -+ 1). The scattering of two identical fermions 
is then given by 

2 (i 8 0) 
M(x; y) = ~ exp - 2 M 11, M 

X G(X1Yl I J)G(X2Y2 I J) IJ~O' (A2} 

where L:~-l denotes a sum on the two permutations. 
of coordinate pairs. If we are dealing with two 
distinguishable particles, say A and B, the permuta­
tion sum may be omitted, 

( 
i 8 0) M(x; y) = exp - 2 M I1F M 

X GA(X1Yl I J)GB (X2Y2 I J)io. (A3) 

or 

( 
. ';j ~) 

X exp - ~ M I1F M 

X [exp (- ~ 8~ 11, 8~)GB Jlo' (A4) 

All the lepton self-energy and vertex-type structure 
is generated by the exponential operators inside the 
square brackets of (A4) , and the neglect of this 
structure then provides the simple amplitude, 

lV/eX; y) = GA(X'YI I J) exp ( - i t I1F 8~) 
X G B(X2Y2 I J) 10' (A5) 

The replacement of J by J~, and I1F by 11';:' in (A5), 
produces (2). We follow Ref. 2 in using the symbol 
I1 F ; this function has also been called 11 •. 

APPENDIX B 

In a hypothetical neutral vector meson theory 
of weak interactions, one could write 

a; M~(Z) G(xy I J a) 

X [8(x - z) 

-ig(l + 1'5) 

8(y - z)JG(xy I J a). (Bl) 
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in obvious analogy to Zumino's equation in electro­
dynamics, and this could then be immediately used 
to extract all the dependence coming from the 
gradient portion of the boson propagator. The cor­
responding gauge statement here is more compli­
cated, but does merit a brief discussion. One may 
first consider the Dirac equation in the presence 
of an arbitrary, external, c-number source, JI'" Solu­
tions to the equation 

h~a: - i(g/v'2h~(1 + 'Ys)d'J/x)] 

X if;(x 1 Ia) = 0 (B2) 

possess the following gauge property: under the 
transformation 

(B3) 

where t is a constant Paisotopic vector, A(x) a 
Lorentz and Paisotopic scalar, 

if;(x 1 t:" + ta"A) 

= exp [i(g/v'2)(l + 'Ys)d·tA(x)]if;(x 1 J,,). (B4) 

The compatibility of (Bl), (B2), (B3) provides the 
definition of t:~; it must be chosen such that 

d·t:/z) = exp [i(g/v'2)(l + 'Ys)d·tA(x)]d·J/x) 

X exp [- i(g/v'2)(1 + 'Ys)d·tA(x)], (B5) 

or 

t:~ = IJp - teE' J~)N] 

X cos (v'2g(I + 'Ys)A(t2)1) 

+ t(t'J~) + J~ )( t 
t

2 (7)t 

X sin [v'2g(I + 'Ys)A(t2)!]. (B6) 

The gauge property (B4) is reproduced in the 
corresponding lepton Green's function, 

G(xy 1 t:a + Ea"A) 

= exp [i(g/v'2)(1 + 'Ys)d·tA(x)]G(xy 1 Ja) 

X exp 1- i(g/v'2)(1 - 'Ys)d·tA(y)]. (B7) 

Using the relation 

~ 0 (j) (z') 
L: E, ox.;(i)() = EjO~.O(z - z'), 
t-1 I' Z 

it follows that 

t· [0/ 8Jp(z)JG(xy 1 t:" + ta"A) 

= £·[%t:"(z)]G(xy 1 t:a + £o"A), (BS) 

and with (BS), the 4-divergence of the functional de­
rivative of (B7) then gives 

£. [a;8/ 8JI'(z) ]G(xy ! t:" + £0 aA) 

- la/aA(z)]G(xy 1 t:a + ta"A) 

- - [ _0 _ _ J dz' 8t:.(z') • _8_] 
- OA(z) OA(z) 8t:iz') 

X G(xy 1 t:" + £a"A), (B9) 

where a/aA(z) denotes differentiation of only the 
explicit A dependence, not the implicit A dependence 
of t:". From (B6) there follows 

8t:/z')/ OA(z) 1 ... -0 

= v'2g(I + 'Y5) 8(z - z')(JI'(z) )( E), 

which, when substituted into (B9), provides the 
relation 

£. a; 8J~(Z) G(xy 1 J ,,) 

= -[o/OA(z)]G(xy 1 t:" + Ea"A) 1 ... _0 

- v'2g(I + 'Y5)t·(J/Z) )( 0/8Jiz»G(xy 1 J,,). (BIO) 

The first term on the right side of (BlO) may be 
evaluated using (B7), and the result, for arbitrary 
t, is 

0;[ 0/ OJ ;il(Z) JG(xy 1 J ,,) = -i(g/v'2)(l + 'Y5) 

X {8(x - z)u,G(xy 1 J ,,) - 8(z - y)G(xy 1 J a)U,} 

+ v'2g(l + 'Y5) L EijJ~k\Z) OJ(~)() G(xy 1 Ia), 
"k I' z 

(Bll) 

which is the appropriate generalization of (BI). 
The derivation of (Bll) is most easily obtained 

from (3), and the adjoint form of (3), but the method 
used here serves to illustrate the underlying gauge 
structure. The arithmetical reason for the relative 
complexity of (Bll) is, of course, the noncommutiv­
ity of the Pauli matrices; the physical reason is the 
existence of charge conservation selection rules which 
remove certain graphs and prevent those which re­
main from all being added coherently.17 

APPENDIX C 

The evaluation of T(OO) proceeds as follows. The 
damping denominator of (17) is rationalized and put 
into exponential form with the aid of the rep-

17 This discussion is essentially a zero-lepton-mass version 
of general arguments given by C. N. Yang and R. I. Mills, 
Phys. Rev. 96, 191 (1954). 
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resentation 

x Jl:~ dal da2 [1 - ~a] 

X exp [4i(l/M2)~lAF(XI - z2)dB'a]S;(z2 - Y2) 

X exp [- 4i(l/M2)~iAF(Xl - Y2)dB·a]h~ar·, (C5) 

where the exponential (1 + "15) factors have been 
replaced by 2. From Zumino's work we again expect 
the mass-shell contribution of (C5) to be that of 

X exp [- (a~ + aD + 2ig(2~)ia' A(x l )], (CI) - 8(X2 - Z2) 8(z2 - Y2h~ 

where a = (aI' a2) and A(xl) = (A (1) (Xl), A (2) (Xl» 
is given by (9). The combination 

is, using 

[8/M~j)(z)]G(xy I Ja) 

= i(g/v2)(1 + "Is)G(xz I Jahxu;G(zy I Ja), 

replaced by 

~ (1 + "I5)B 1; u~"I~ J a;'a:'AF(XI - Z2) 

X G B(i~2 I J~h~u~G B(Z2ih I J~), (C2) 

and the J~ dependence of (C2) is translated by the 
operator 

exp [2ig(2~)ia'A(xl)] 

[2g(2~)i f . 8 ] 
= exp --xr:- agAF(XI - z)a· 8J;(z) . 

In the limit J~ -7 0, one has then effectively replaced 
the J~ dependence according to the relation 

J/() 2g(2~)! a'A ( ) - a' () g Z -7 ~ gl..J.F Xl - Z a = a ;¢ z , (C3) 

where we have suppressed the Xl dependence of cpo 
But, as is clear from the work of Appendix B, the 

lepton Green's functions are trivial in the presence 
of a source such as that (C3), 

G(xy I aacp) = exp [i(g/v2)(1 + 'Ys)d'acp(x)] 

X SF(X - y) exp [- i(g/v2)(1 - "Is)d'ac:jJ(y)], (C4) 

where (C4) involves, of course, only the difference 
cp(x) - c:jJ(y). Hence the functionally translated 
product of the two partially amputated Green's 
functions of (C2) is given as 

'Y~a:'{exp [4i(l/M2)~!AF(XI - x2)dB'a]S;(x2 - Z2) 

X exp [- 4i(l/M2)~lAF(XI - z2)dB·ah~u~ 

X exp [- 4i(g2/M2)~ldB·aAF(xl - Z2)]U~. 

X exp [4i(l/M2)~}dB'aAF(xl - Z2)], (C6) 

and the Paisotopic dependence of (C6) can easily 
be reduced, 

d' • ., b -d's [d b (d,a)(a'b)] e u' e = ,- 2 
a 

X cosh (2a) + (d,a)~a.b) 
a 

+ . ( b) sinh (2a) td' a x ---
a ' 

as used in Appendix B. 
Putting all of these factors together, and separat­

ing T(OO) into its three Paisotopic amplitudes, one 
finds that the T;~~) contributions vanish, while the 
allowed amplitude receives the contribution 

T!OO)(x; y) = i(l/M2)["I~(I + "Is)]Af"!.(I + "I5)]B 

X 8(x\ - YI) 8(X2 - Y2) 

X J(f(Xl - x2»·a;'a;'AF(Xl - x2). (C7) 

In momentum space, (C7) leads to a function of 
momentum transfer given by the Fourier transform 
of (IS). A representation for J(j) = 2J(j) - 1 is 

J(f) = f v dv [1 - v2r 1 1~ u du e-" cosh (uvf) , 

(CS) 

which is valid only in the strip -1 < Re f < 1. 
Near the light cone, on the other hand, 

f"-' _(g/trM)2(r2 - X~)-l. 

Since in this limit f "-' ± eX>, J (f) is here defined 
by the approprate continuation of the explicit (CS) 
integration. The latter is 

J(f) = [I - rrl{l + [1-2 -Iri 

X tan-1 W- 2 
- l]-i)}, (C9) 

and the continuation of (C9) into the light-cone 
region of f leads to the damping quoted in the text. 
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Off-Diagonal Long-Range Order and Generalized Bose Condensation* 
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It is shown for boson systems with periodic boundary conditions that the existence of generalized 
Bose condensation, of which the simple type typified by the ideal Bose gas is a special case, is equiva­
lent to the existence of off-diagonal long-range order (ODLRO) in the single-particle density matrix 
PI provided that the two noncomuting limits involved in the criterion for ODLRO are taken in the 
proper order: first size of system --> 00, then interparticle separation --> 00. It is shown by means of an 
example that certain assumptions concerning the behavior of the single-particle momentum distri­
bution function involved in proving this equivalence are actually satisfied in thermal equilibrium for 
some dynamical models. The analysis is generalized to box-enclosure boundary conditions by an 
extension of an argument due to Schafroth, according to which box-enclosure conditions are equiva­
lent to homogeneous Neumann conditions except for a thermodynamically negligible surface effect, 
provided that one second-quantizes with respect to Hartree-Fock orbitals rather than free-particle 
orbitals. A general criterion for generalized Bose condensation in tefIns of eigenvalues of PI is pro­
posed. On the basis of the behavior of soluble models it is conjectured that for a boson system in 
thermal equilibrium subject to arbitrary boundary conditions, the existence of such Bose conden­
sation is equivalent to the existence of ODLRO in PI. The two-particle density matrix PI is discussed 
briefly. By means of a simplified model it is shown that for a Bose system generalized condensation 
implies large eigenvalues of P2 and ODLRO of Pi, just as for PI. It is pointed out that the question of the 
existence or nonexistence of generalized Bose condensation of fermion pairs ought to be investigated. 

1. INTRODUCTION 

T HE concept of off-diagonal long-range order 
(ODLRO) was invented by Penrose I in 1951 

in an attempt to explain the anomalous hydro­
dynamics of helium II, extended by Penrose and 
Onsager2 in 1956, and recently given a general 
formulation and generalization by Yang3 as a criter­
ion for both superfiuidity and superconductivity. 
We wish here to discuss one aspect of this concept, 
in particular the relationship between ODLRO and 
Bose-Einstein condensation. We shall show that the 
criterion for ODLRO is compatible with Bose-Ein­
stein condensation of a more general form than the 
simple type typified by the ideal Bose gas. 

2. DEFINITION OF ODLRO 

The coordinate representative of the single-par­
ticle density operator PI of a system of N identical 
bosons is defined in the thermal-equilibrium case as 

(xl PI Ix') = Tr [¢'(x)p¢'t(x'»), (1) 

where P is the normalized canonical density op­
erator, ¢' and ¢'t are the usual Bose field operators, 
and the trace runs over a complete set of N -par­
ticle states. An equivalent definition in the Schr6-

* Supported in part by the Public Health Service (GM 
09153-03). 

10. Penrose, Phil. Mag. 42, 1373 (1951). 
• 2 O .. Penrose and L. Onsager, Phys. Rev. 104, 576 (1956), 
In partIcular Sec. 4. 

a C. N. Yang, Rev. Mod. Phys. 34, 694 (1962) andJ. Math. 
Phys. 4, 418 (1963). Also J. S. Bell, Phys. Letters 2,116 (1962). 

dinger representation is 

(x Ipil x') = N L: e-PE • 
Z • 

X J ¢,.(xx2 ••• x,v)¢,:(x'x2 ••• x,v) dx~ ... d3xN, 

(2) 

where ¢' a and E a are the energy eigenfunctions and 
eigenvalues, and Z is the partition function La e-PEa • 

We define ODLRO to be present in PI if and only if 

lim lim therm (x I PI I x') :;e 0 (3) 

where "lim therm" means "thermodynamic limit" 
and is defined for any function of N, the number 
of particles, and n, the volume of the system, by 

lim therm feN, n) == lim feN, n) (4) 
l1~oo 

(Nlf/)~p .O<p<oo 

if this limit exists. The precise meaning of (3) is as 
follows: If the prescribed double limit of (xl PI Ix') 
exists and is equal to zero, then ODLRO is not 
present; if the limit exists and is not zero or if it 
does not exist,4 then ODLRO is present. 

The operation lim therm is not explicit in the 
definitions given by Penrose and Onsagerl

•
2 and 

Yang.3 Nevertheless, it is implicit in their applica­
tions of the definition, as is shown by the fact that 

, This case is relevant to Bose-Einstein condensation into 
a single-particle state of nonzero and macroscopic momentum. 
We assume, however, that the thermod:ynamic limit of 
(x Ipd x') does exist (before letting Ix - x'i --> 00). 

1083 
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for a system with periodic boundary conditions, 
(xl PI IX/) is necessarily triply periodic in both x 
and x' with periods equal to the edges of the period­
icity cube a; inclusion of the operation lim therm 
is necessary to remove the boundary-condition ef­
fects. It is furthermore clear that the order of the 
limits in (3) is crucial. If they are interchanged, 
the double limit never exists for periodic boundary 
conditions, and is always zero for box-enclosure 
boundary conditions. If the limits are taken in the 
order (3) it is easy to showS that an ideal Bose gas 
possesses ODLRO below its condensation temper­
ature T. but no ODLRO above T •. 

3. EQUIVALENCE OF ODLRO AND 
GENERALIZED BOSE CONDENSATION 

Penrose and Onsagerl
•
2 and Yang3 showed that 

if PI possesses an eigenvalue of order N, as in the 
case of the ideal Bose gas below Te , then ODLRO 
is necessarily present. However, we shall show that 
the converse is not true: ODLRO is possible even 
when PI has no eigenvalue of order N, although a 
more general type of Bose condensation must still 
be present. To this end, consider the case of periodic 
boundary conditions. Then PI is diagonal in momen­
tum representation, so that 

(x Ipil x') = a-I Lnkeik'(X-X'), (5a) 
k 

(5b) 

Suppose the dependence of nk on N and a to be 
such that6 

lim lim therm a-I L nk = Pc > 0, (6) 
ko-O k<k o 

lim therm nk = :JI(k) < <Xl, k ~ O. 

Breaking the sum (5) into two parts, one then has7 

6 See, e.g., C. N. Yang, Rev. Mod. Phys. 34, 694 (1962), 
Sec. 13. 

6 The precise meaning of the second line of (6) is as fol­
lows: Let k be any fixed nonzero momentum vector. There 
are several allowed (by periodic boundary conditions) mo­
mentum vectors within a distance 2,,-flN - I / 3 from k, for each 
fixed value of N, where flN = N / p with p the mean particle­
number density. Pick one such vector qN(k). Then we re­
quire that the limit 

limN-+a:> nqN(k) = ;n(k) < 00 

exist and that it be inderendent of the particular choice of 
the sequence IqN(k)}, al such sequences having k as limit. 
In general the function nqN will depend on N not only ex­
plicitly via qN, but will also have an implicit dependence 
on N, and also on fl = N /p because of the boundary con­
ditions. 

7 We assume that the approach of nk to its limit ;n(k) 
[second line of (6)] is uniform in the domain k > ko; it then 
follows that 

lim therm a-I L nkeik'(X-X') 
k>ko 

= (2'lrr 3 Jk>k, :JI(k)e,k'(X-X') d3k 
provided that the limit function ;n(k) is integrable in this 
domain, which we also assume. 

lim therm (x Ipil x') 

= lim therm a-I L nke,k'(X-X') 
k<k o 

+ (2'lrT 3 j :JI(k)e,k'(X-X') d3k. (7) 
k>k o 

Since the left side of (7) is independent of ko, and 
ko is independent of N and a, one finds8 on letting 
ko~O 

lim therm (x Ipil x') = Pc + (x Iprl x'), 

(x Iprl x') == (2'lrT3 P J :JI(k)eik'(X-X') d3k, (8) 

where P denotes the principal value of the integral, 
evaluated by excluding a sphere of radius ko about 
the origin and letting ko ~ 0. 9 If the limit function 
:JI(k) is sufficiently well behaved in the neighborhood 
of k = 0, e.g., if it is spherically symmetric and 
of order k-:> with p < 3, then (xl p' Ix/) will vanish 
as Ix - x'I ~ <Xl, and one will have 

lim lim therm (x Ipil x') = P. > O. (9) 
lx-x' 1-00 

Thus the criterion (3) for ODLRO will be satisfied. 
Although the case of simple Bose condensation 
[no = O(N) and nk = 0(1) for k ~ 0] is the simplest 
way of satisfying (5), it is not the only way. The 
top Eq. (5) is just the criterion for generalized Bose 
condensationlOj it states, crudely speaking, that a 
nonzero fraction of the total number of particles 
in the system have momenta less than any macro­
scopic momentum. We conclude, therefore, that the 
existence of generalized Bose condensation (which 
includes simple Bose condensation as a special case) 
implies the existence of ODLRO in PI provided that 

8 In order to see that 

lim lim therm a-I L nkeik'(X-X') = P., 
ko-O k<ko 

note that for k < ko, one has by an elementary geometrical 
argument 

eik'(X-X') = 1 + CRk(x - x'), 

ICRk(x - x') I ~ Ik.(x - x') I ~ ko Ix - x'I· 
Thus 

I · th 0-1 "'" ik'(x-x') 1m erm.. L... nke 
k<k o 

[1 + CR(ko, x - x')] lim therm a-I L nk, 
k<k o 

ICR(ko, x - x/)1 ~ ko Ix - x'I· 
On taking the limit ko -+ 0, the contribution from the term 
proportional. to tR vanishes proyided that the li~it in ti?-e top 
line of (6) eXists, so that the desITed result follows Immedmtely. 

9 In most cases the limit function ;n(k) will be such that 
the principal-value operation may be omitted without chang­
ing the value of the integral. 

10 M. Girardeau, Phys. Fluids 5, 1468 (1962), Eq. (48) ff. 
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certain assumptions concerning the behavior of nk 
in the thermodynamic limit are satisfied. 

This relationship is strengthened by the observa­
tion that the converse is also true: ODLRO implies 
generalized Bose condensation, provided that the 
criterion for ODLRO is taken to be (9), rather than 
the more general criterion (3). As a matter of fact, 
the only obvious motivation for the more general 
criterion (3) is to allow treatment of simple or gen­
eralized condensation at q ~ 0, in which case the 
thermodynamic limit of (xl PI Ix') behaves like 
Pce,q·(X-><') as Ix - xii ~ ro; however, this case 
can be reduced to the case of q = 0 [to which (9) 
applies] by a Galilean transformation. We thus 
assume the existence of the limit function :n(k) in 
the second line of (6) for k ~ O. We furthermore 
assume the existence of the limit 

Pc = lim lim therm WI L nk, (10) 
ko-O k<ko 

but we do not assume initially that Pc > 0, since 
this is what we wish to prove. Then, retracing the 
previous derivation, one concludes7

-
9 that 

lim lim therm (x Ipil x') = Pc. (11) 
lx-x' I-co 

But at this stage we may assume Pc > 0, since (9) 
(existence of ODLRO) is satisfied by hypothesis. 
Then by (10) one concludes that the criterion (6) 
for generalized Bose condensation is indeed satisfied. 

4. A SIMPLE EXAMPLE 

In order to see that there exist model many-boson 
systems for which the assumptions in the previous 
section concerning the behavior of nk in the thermo­
dynamic limit are actually realized, consider the 
Hamiltonian 11 

H = L t k2
a;ak + 27rn- Ia L a;a:.ak.ak 

k kk' 

(12) 

This is obtained from the full Hamiltonian12 of a 
boson system with pairwise interactions by replacing 
the interaction in k space by 47ra, where a is the 
two-body scattering length at zero energy,13 and 
retaining only diagonal terms in the interaction 
Hamiltonian. The first Lkk' represents the forward-

11 The zero-temperature properties of this model were 
discussed previously: M. Girardeau, Boeing Scientific Re­
search Laboratories Document DI-82-0119 (June 1961). We 
repeat the analysis here for completeness. 

12 We use units such that n = m = 1. 
13 This is the Fermi pseudopotential approximation, which 

is sufficient if one wants results correct only to first order 
in ll!i we shall limit ourselves here to this approximation. 

scattering terms, obtained by choosing momentum 
transfer q = 0 in the general interaction term 
a~+qa!._qak.ak while L~k' represents exchange scat­
tering, arising from terms with q = k' - k, with 
k ~ k' since the k = k' terms are already included 
in the forward scattering. Using the Bose commuta­
tion relations, one can rewrite (12) as a function only 
of the occupation-number operators N k = a;ak. 
Noting that the first Lkk' can then be replaced 
by its eigenvalue N(N - 1) when acting on eigen­
states of the total-particle-number operator Lk N k 
with eigenvalue N, one finds 

H = 27r(N - l)pa + L t k2N k 
k 

provided that we restrict ourselves to N-particle 
states; here P = N In, the mean particle-number 
density. 

If a is positive then it is trivial to show that 
the N-particle ground state of H has No = Nand 
N k = 0, k ~ 0, i.e., complete simple Bose condensa­
tion; the ground-state energy is then 27r(N - l)pa. 
Let us consider, however, the case a < O. Then, 
because of the terms involving NkNk. in (13), one 
can obtain a state of lower energy by removing 
a nonzero fraction of the particles from zero momen­
tum and placing them in the adjacent allowed 
momentum sites, thus allowing them to contribute 
a negative interaction energy,14 since a < O. This 
will lower the potential energy by an amount of 
order N pial; on the other hand, the kinetic energy 
will only be raised by an amount of order pni since 
the allowed momenta nearest k = 0 are only a 
few times 27rn-!. More precisely, one sees from (13) 
that a state in which (Nil) particles are placed into 
each of l allowed momentum sites nearest the origin 
has energy 

27rN pa + 27rN pa(1 - Z-1) + o(N) , (14) 

where o(N) has the usual meaning [o(N) < O(N), 
i.e., lim therm N- 1o(N) = 0]; we have assumed in 
(14) that l = o(N). Since a < 0, lower energy is 
obtained for larger l, and for large l the energy 
approaches the value 

Eo = -47rNp lal + o(N). (15) 

This is in fact the true N-particle ground-state 
energy of H for fixed p, since the kinetic energy 

14 It is crucial to this argument that the terms with k = k' 
in (13) are excluded, being already included in the c-number 
term; thus at least two allowed momentum sites must be 
occupied in order for :L'kk' to contribute. 
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is positive semidefinite and the N kN k' contributions 
to (15) have actually attained their lower bound 
[to O(N)] given by 

211"0-la E' NkNk, 
kk' 

(16) 

Thus, although the state in which a large number 
of allowed momentum sites nearest the origin have 
equal occupations is certainly not the true ground 
state, its energy only differs from that of the true 
ground state by a thermodynamically negligible 
amount oeN). 

In order to find the true ground state, we note 
that the upper limit on 1 in (14) is set by the increase 
of kinetic energy with increasing l. Thus, although 
the amount of "smearing" of the condensation, i.e., 
the size of the region about k = 0 in which nk 
is large, is so small that the kinetic energy is oeN) 
(thermodynamically negligible) and the ground-state 
energy to O(N) is independent of the details of the 
smearing, nevertheless the kinetic energy must be 
included in determining these details. The energy 
eigenvalue of an arbitrary N-particle eigenstate of 
(13) in which the N k have eigenvalues nk (non­
negative integers) is 

E({nk}) = 211"(N - l)pa 

+ E t k2nk + 211"Q- 1a E' nknk" (17) 
k kk' 

Since we have already seen that the ground state 
is characterized by the nk being very large in an 
infinitesimal neighborhood of k = 0 but zero outside 
this region, we may treat the nk as continuous 
variables in determining the minimizing set {nk} 
provided that we require nk 2:: O. Then, minimizing 
(17) with respect to nk subject to the subsidiary 
condition 

(18) 

one obtains the condition 

where JL, the chemical potential, is the Lagrange 
multiplier corresponding to (18). But 

(20) 

so that 

te - JL + 411"pa - 47rO-lank = 0, 

with solution1
!> 

nk = 0(tk2 
- JL + 411"pa)/411"a 

if te - JL + 411"pa > 0, 

= 0 if tk2 - JL + 411"pa < O. 

(21) 

(22) 

To determine }J., we use the condition (18), hence, 
replacing the sum by an integral, 

o 0 rk
• 2(1 2 ) 

(211"l411"a 471'" 10 k "2 k - JL + 471'"pa dk = N, (23) 

where 

(24) 

or 

(25) 

Performing the integration (23) and substituting, 
one finds, recalling that a < 0 so that a = -lad, 

JL + 411"p lal = HI5(211")3 p lal/0]2/5. (26) 

Thus JL differs from -411"p lal only by a term of order 
0-2

/
6

• Substituting into (22), one finds 

k < k. 

= 0, k> k., (27) 

where 

(28) 

Note that the ratio of k. to the lattice spacing 211"0-1 

in k space becomes infinite in the thermodynamic 
limit, in spite of the fact that ko vanishes in the 
same limit. 

It follows from (27) and (28) that the condition 
(6) for generalized Bose condensation is satisfied 
trivially j the condensate density Po is found to be 
equal to the total density p, while the limiting 
momentum distribution function m(k) vanishes6 for 
k ~ O. Thus the model (12), with a < 0, leads 
to complete generalized Bose condensation at tem­
perature T = 0.16 The other assumptions1

•
11 made 

in Sec. 3 concerning the behavior of nk in the thermo­
dynamic limit are also trivially satisfied for this 
model, so that ODLRO of PI does occur. 

16 Treating nk as a continuous variable is only permissible 
for values of k such that the solution nk of (21) is positive and 
very large (infinite in the thermodynamic limit). For values 
of k such that the solution of (21) is negative, one must take 
nk = 0 to obtain the ground state. 

16 For a > 0 complete simple Bose condensation is present 
at T = 0; the ground-state energy for a > 0 is 2.".N pa + o(N), 
whereas for a < 0 it is 4.".N pa + o(N) = -4.".N pial + o(N). 
The nonanalytic dependence on a at a = 0 is a very general 
feature of many-body problems. 

17 See Eqs. (8), (9), and the associated discussion. 
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The analysis of the model (12), (13) can be ex­
tended to nonzero temperature by Wentzel's method 
of the thermodynamically equivalent Hamiltonian. ls 

To apply this method one decomposes the Hamil­
tonian (13) into an independent-particle Hamil­
tonian Ho and a fluctuation Hamiltonian H l : 

H = Ho + H l , 

Ho = 21r(N - l)pa - 21r1T\)! 2:' nknk' 
kk' 

where the nk are c-number parameters and 

Wk = tk2 + 41rQ-1a 2:' nk' 
k' 

(29) 

(30) 

Then HI will not contribute to the thermodynamic 
functions in the thermodynamic limit19 provided that 
the nk are taken to be 18 

(31) 

where ( )0 denotes the average in the canonical 
ensemble determined by H o. Since H 0 is the Hamil­
tonian of a system of independent bosons, the usual 
formula 

(32) 

applies, where the chemical potential p, is determined 
by (18). In view of (30), Eq. (32) is really a trans­
cendental equation for nk. However, one can obtain 
explicit results in certain limits, which provide all 
the information needed to evaluate the behavior in 
the thermodynamic limit. For sufficiently low tem­
peratures one expects that nk will become very large 
as k --7 0, as in the case T = 0 [Eqs. (27), (28)]. 
Then fJ(Wk - p,) must necessarily become very small, 
so that the exponential may be expanded, and 

nk = KT/(Wk - p,), k ~ 0 (33) 

to leading order for large Nand Q. Inserting (30), 
one then has 

nk(!k2 + 41rpa - p, - 41rQ-lank) = KT, k --7 O. (34) 

But since KT is independent of Nand Q, it is clear 
that nk can only be of order Q3/6 [as in (27)] if the 
expression in parentheses vanishes to leading order. 

18 G. Wentzel, Phys. Rev. 120, 1572 (1960). 
19 More precisely, the contribution of HI to intensive 

quantities will vamsh in the thermodynamic limit, and its 
contribution to extensive quantities will be o(O)[lim therm 
0-10(0) = 0]. 

Thus 

k < k., (35) 

where k. is related to p" a, and Q by (25). This is 
the same expression as was obtained for T = 0, 
except that now we shall find that k. is temperature 
dependent. At k = k., nk does not exactly vanish, 
since (35) is only correct to order Q3/6; instead, one 
sees from (34) and (25) that 

nk. = (QKT/41r laW. (36) 

As k increases, nk will continue to decrease mono­
tonically. For k which is nonvanishing in the thermo­
dynamic limit, one sees from (32) and (30) that nk 

is given by an expression which differs from that 
for the ideal Bose gas only in the replacement of 
p, by p, + 41rp lal. But in view of (25), and the fact 
that k. is of order Q-l/6, one sees that the limit 
function m(k) [Eq. (6)] is just 

T < To, (37) 

where To is the Bose condensation temperature, 
which will presently be determined. The limiting 
behavior (37) is the same as that for the ideal Bose 
gas.20 The chemical potential p, is determined, as 
always, by (18). In view of the formal identity of 
(35) and the top Eq. (27), the number fN of par­
ticles in the condensate is obtained by replacing N 
by fN in the right side of (23), where f is the con­
densed fraction. Then (26) is replaced by 

p, + 41rp lal = ![15(21r)3fp lal/Q]2/6 (38) 

and p is replaced by fp in (26). The number of un­
condensed particles is determined by integrating the 
limiting momentum distribution (37): 

(1 - f)N = (2~t 41r i'" e(e1flk
' - lr1 dk. (39) 

Inserting the known20 value for the integral, one finds 

(1 - f)p = (KT/21r)!tm = 2.612(KT/21r)I, (40) 

where t is the Riemann zeta function. The condensa­
tion temperature To is that temperature at which f 
and ko [Eqs. (25) and (38)] vanish; hence, by (40), 

To = (21r/K) (p/2.612) '. (41) 

Thus the condensation temperature Te and the de­
pendence of the condensed fraction f on T are the 
same as those of the ideal Bose gas; the only effect 
of the attractive interaction a < 0 in the simple 

20 See, e.g., F. London, Super fluids (John Wiley & Sons, 
Inc., New York, 1954), Vol. II, pp. 40 ff. London's param­
eter", is of order N-I for T < Te. 
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model (12), (13) is to "smear" the condensation, 
but without changing the gross parameters f and Te. 
Above the condensation temperature nk is only of 
order unity for all values of k including k = 0 and 
its neighborhood, so that (30) and (32) give 

~(k) = [t!(!k'-P') - lr1
, T > T e , all k, (42) 

where 

J.L' = J.L + 41rp lal· (43) 

Furthermore, it is clear from the method of de­
termination of J.L that for given T > Te, J.L' wiII be 
equal to the chemical potential of the ideal Bose 
gas at the same temperature. Thus 

~(k, T) = ~o(k, T), T> Te, (44) 

where ~o is the momentum distribution of the ideal 
Bose gas in the thermodynamic limit. Although these 
results might appear surprising in view of the inter­
action terms in (13), they are readily understand­
able when one notes that the single-particle energy 
levels Wk of the thermodynamically equivalent Ham­
iltonian Ho [Eq. (29)] differ from those of an ideal 
Bose gas only by the constant shift 41rpa = -41rp lal, 
except in an infinitesimal region about k = 0 for 
T < T e • 

One concludes, then, that at all temperatures 
T < T e, the thermal equilibrium single-particle mo­
mentum distribution of the model (12), (13), with 
a < 0,21 satisfies the sufficient conditions given in 
Sec. 3 for the existence of ODLRO in PI due to 
generalized Bose condensation, the nonzero param­
eter Pc (the condensate density) in (9) being given by 

Pe = fp = p[1 - (TITe)i], (45) 

the same expression as for the ideal Bose gas. The 
essential difference between this model and the ideal 
Bose gas is seen by looking at the behavior of 
(xl PI Ix') as a function of x - x' for large but finite N 
and n. For the special case T = 0 one finds by (5) 
and (27) 

(x Ipll x') = t(21rt 3(n/lai) Ix - x'l-s 

X [6 - 2k! Ix - x'12] sin (k. Ix - x'i) 

- 6k. Ix - x'i cos (k. Ix - x'i) (46) 

to leading order22 for large N and fl. If one were 

21 The same is true if a > 0, in which case the condensation 
is of the usual form ("simple" condensation, i.e., a delta 
function at k = 0), which is a special case of generalized 
condensation. 

22 The k-sum (5) has been replaced by an integral in ob­
taining (46); this is permissible, since the limit n --> 00 is to 
be taken first, for fixed Ix - x'l, before passing to the limit 
Ix - x'i = 00. 

to take the limit Ix - x'i -t 00 in (46) for fixed k. 
and n, one would reach the incorrect conclusion that 
ODLRO is not present. However, as shown in Sec. 2, 
the correct definition of ODLRO involves taking the 
thermodynamic limit first, then the limit Ix - x' l-t 00 • 

For fixed Ix - x'l, the expression in curly brackets 
behaves like (-h)k! Ix - x'1 3 as k. -t O(n -t 00), 

so that by (26) the right side of (46) approaches p. 

Thus ODLRO is present,23 in agreement with our 
previous result. 

The model we have studied here is physically 
unrealistic in two respects. In the first place, it 
retains only the diagonal part of the interparticle 
interaction; in the second place, the system would 
collapse to infinitesimal volume if the density P were 
not artificially constrained to remain constant, since 
the interaction is purely attractive with no repulsive 
core. The first defect can be removed to the extent of 
including "pairing-interaction" terms a:a~ka_k,ak" 
without altering the final conclusion that generalized 
condensation, and hence ODLRO, are present.24 The 
second can be removed by including a hard-core 
pseudopotential in addition to an attractive tail,26 
although the treatment is not entirely satisfactory.26 
However, the point we wished to emphasize in this 
section is that ODLRO is implied not only by simple 
Bose condensation, but also by generalized con­
densation. The question of the precise nature of the 
Bose condensation in liquid 4He must, of course, 
still be regarded as open. 

5. EFFECT OF BOUNDARY CONDITIONS 

We have restricted ourselves in Secs. 3 and 4 to 
the case of periodic boundary conditions. However, 
as emphasized by Yang, the concept of ODLRO is 
a very general one, and ought also to apply, e.g., 
to box-enclosure boundary conditions, which are 
more realistic for most applications to liquid 4He. 
The operations involved in the criteria (3) and (9) 
for ODLRO in PI can still be carried out in the 
case of box-enclosure boundary conditions (or any 
other reasonable ones), so that it is natural to inquire 
whether or not there is any reasonable generalization 

23 The final limit Ix - x'i -> 00 is trivial in this case (T = 0) 
~ince the thermodynamic limit of (46) is in fact indeJ,lendent 
of Ix - x'i. For T > 0, there is a nonzero term (xlp,'1 x' > 
which vanishes as Ix - x'i -> 00. 

24 The zero-temperature case is treated in Ref. 10; the 
analysis can be extended to T > ° by the method of the 
thermodynamically equivalent Hamiltonian (Ref. 18). 

26 Reference 10, p. 1476. 
26 Although the ground-state energy as a function of den­

sity has a minimum so that collapse does not occur, the low­
density approximations that must be made in order to obtain 
explicit results are not accurate at the equilibrium density. 
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of the concept of generalized Bose condensation 
which would apply in such cases. 

We start from the observation that the single­
particle density martix (xl PI Ix') in coordinate 
representation [(1), (2)], when regarded as an integral 
kernel, is Hermitian and positive semidefinite, so 
that it possesses a complete orthonormal set of eigen­
functions27 'Pi(X) and associated real and nonnega­
tive2S eigenvalues n,: 

1 (x Ipil X')'P;(x') d3x' = n;'P;(x). (47) 

The generalization of Eq. (5a) is then 

(x Ipil x') = L n;'P;(x)'P~(x'), (48) , 
which is the familiar eigenfunction expansion of a 
Hermitian kernel. All eigenvalues of PI [hence of 
the kernel (xl PI Ix')] for an N-particle system are3 

~ N, so that they may be assumed to be ordered 
in a descending sequence n l 2:: n2 2:: ..• . We then 
define generalized Bose condensation to be present 
if and only if 

[.Nl 

lim lim therm N-I L n; = t > 0, (49) 
f_O i-I 

where E is a positive parameter independent of N 
and fl, [eN] is the largest integer ~ eN, and "lim 
therm" is defined by (4) j the limit f will be called 
the "condensed fraction." In case PI has one eigen­
value of order N and all other eigenvalues of order 
unity, (49) will be satisfied, with f equal to the ther­
modynamic limit of nl/N.29 However, the definition 
(49) is much more inclusive. Consider, e.g., the case 
of periodic boundary conditions. Then the n; are the 
values of the momentum distribution function nk 
on the discrete k-Iattice, enumerated in order of 
decreasing magnitude. Suppose, furthermore, that 
generalized Bose condensation in the sense (6) is 
present, and that nk is a decreasing function of k. 
Then, since there are asymptotically t[n/(211l]1I"k~ 
allowed k values in the sphere of radius ko about 
k = 0, one sees on taking E = (t)1I"k~/(211")3p that 

.7 These are the "natural orbitals" of the system; see, e.g., 
A. J. Coleman, Rev. Mod. Phys. 35, 668 (1963), where the 
analogous fermion case is discussed. Further references are 
given there. 

'8 P I may have the eigenvalue zero, which may be de­
generate. Thus, e.g., for the ideal Bose gas at zero temperature, 
(x IPII x') = N'I'lx)'I'I*(X' ), where 'l'I(X) is the lowest single­
particle state. This kernel possesses a single nonzero eigen­
value ni = N with eigenfunction '1'1, and the infinitely de­
generate eigenvalue zero, with eigenfunctions 'I';(x), i > l. 

.9 Since the eigenvalues n; with i > 2 are only of order 
unity, they possess an upper bound b mdependent of Nand 
fl, so that L!:.'i l n, :::; ni + {[EN] - l}b and hence 
lim therm N-I Ll :.'il. n, = lim therm (nt/NX + .b, so that 
the total contribution of higher eigenvalues vanishes as • -> O. 

(49) is satisfied with f = Pel p. More generally, (49) 
will also be satisfied for Bose condensation at non­
zero momentum, condensation into a single-particle 
state which is not a momentum eigenstate, and hope­
fully also for "smeared" condensation into a set of 
"neighboring" (in some physically meaningful sense) 
single-particle states which are not momentum eigen­
states, but are physically meaningful single-particle 
states for the system at hand. 

However, a simple example shows that in dis­
cussing the relationship between ODLRO and Bose 
condensation, complications arise for box-enclosure 
boundary conditions which are not present for 
periodic boundary conditions. Consider an ideal Bose 
gas in the one-dimensional box 0 ~ x ~ L. Then 
the lowest single-particle state is 

'PI(X) = (2IL)1 sin (1I"xIL). (50) 

It follows that at temperature T = 0 

(xl PI Ix') = 2p sin (1I"xl L) sin (1I"X' I L), (51) 

where P = NIL. Thus 

lim therm (xl PI Ix') = 0 (52) 

for fixed x and x'. Then by (3) one concludes that 
ODLRO is not present, in spite of the fact that 
at T = 0, complete Bose condensation is present. 
However, a little thought shows what has gone 
wrong. The essential point is that the purpose of 
taking the thermodynamic limit is to remove the 
boundaries to infinity before letting Ix - x'i ~ 00. 

But if we use the box 0 ~ x ~ L as above, and keep 
x and x' fixed as L ~ 00, then only the right end 
of the box is removed to infinity j x and x' stay 
within a finite distance of the left end of the box, 
and (52) is a simple consequence of the normalization 
of the wavefunction together with the requirement 
that it vanish at the walls (in particular, at the 
left end of the box). Thus the thermodynamic limit 
should be interpreted in such a way that both 
(in three dimensions, all) walls recede to infinite 
distance. This will be achieved, e.g., if we take the 
box - tL ~ x ~ tL. Then instead of (50) we have 

'PI(X) = (2/L)1 cos (1I"x/L), (53) 

so that 

(xl PI Ix') = 2p cos (1I"x/L) cos (1I"x'/L), 

lim therm (xl PI Ix') = 2p. (54) 

Then the double limit (3) is 2p instead of zero, so 
that ODLRO is present. 

This example suggests that Bose condensation and 
ODLRO in PI are closely related for boundary con-
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ditions other than the periodic one for which we 
have already proved the relationship, provided that 
the thermodynamic limit is interpreted properly. As 
further evidence, we shall examine a model closely 
related to that studied in Sec. 4. We begin by noting 
that the peculiar result (52), although due partially 
to an incorrect interpretation of the thermodynamic 
limit, as explained above, is also related to the 
pathological nature of the completely ideal Bose 
gas in a box, and in particular to the fact that the 
single-particle density varies across the box instead 
of being constant except within a microscopic dis­
tance of the walls, as would be the case for a real 
gas.30 It follows that for box-enclosure boundary 
conditions, it is very easy to obtain nonsensical re­
sults by a perturbation treatment starting with an 
ideal Bose gas as unperturbed system. The way 
around this difficulty was pointed out by Schafroth31

: 

one starts not with free-particle states, but with 
Hartree-Fock states. Then the lowest Hartree-Fock 
orbita132 

'Po(x) for any reasonable container shape 
is just the constant O-l (where 0 is the volume of 
the container) except for a region within a micro­
scopic distance from the walls, where 'Po(x) drops 
to its value zero at the walls as required by the 
boundary condition. Schafroth's analysis was for the 
special (and exceptional) case of the charged Bose 
gas, but his final conclusion concerning the nature 
of the lowest Hartree-Fock orbital appears to be 
of very general validity. Although a rigorous proof 
appears difficult because of the nonlinearity of the 
Hartree-Fock equation, a self-consistent analysis 
which makes this contention plausible is carried out 
in the Appendix. It is furthermore shown (not 
rigorously) that not only the lowest Hartree-Fock 
orbital but also the higher orbitals differ only in a 
microscopic boundary layer near the walls from free­
particle orbitals 'Pk appropriate to the homogeneous 
Neumann boundary condition33 

n· V'Pk (x) = 0 on the walls, (55) 

where n is a unit vector normal to the wall. 
We shall therefore examine the properties of a 

model Hamiltonian which is diagonal in such a rep­
resentation. For a cubical box of volume 0 with 
faces at x = ±jL, Y ±jL, z = ±jL, a complete 
set of orbitals satisfying (55) is 

30 This was emphasized by T. D. Lee, K. Huang, and 
C. N. Yang, Phys. Rev. 106, 1135 (1957), Footnote 17. 

31 M. R. Schafroth, Phys. Rev. 100,463 (1955), Sec. 4. 
32 For the sake of brevity we adopt the chemical nomen­

clature "orbital" for "single-particle state." 
83 Note that this insures that there will be no particle flux 

through the walls, an obvious necessary condition for im­
penetrable walls. 

(56) 

where the allowed values of k" kN' and k. are n'lr/L, 
n = 0,1,2, ... , 

Mx) = (2/L)l cos [k(x + !L)], 

fo(x) = (I/L)!, 

krfO 

(57) 

and L = ot. If we start with a Schrodinger Hamil­
tonian 

N N 

H Soh = 2: - !.1; + 4'lra E O(X; - x/), (58) 
i-1 i<l 

where a is a scattering length and 4'lrao(xl - XI) the 
corresponding Fermi pseudopotential, then the di­
agonal part of this Hamiltonian in a representation 
in terms of annihilation and creation operators ak, a: 
for particles in the orbitals 'Pk is 

H = E ik2a:ak 
k 

in analogy with (12); here 

(kk' lVi kk') = (k'k IVI kk') 

= 4'lra L 'P~(x)(;I~,(x) d3x. (60) 

Evaluating the matrix elements with the aid of (56), 
(57) and using the Bose commutation relations to 
express H in terms of the occupation-number op­
erators N k = a;ak' one finds, aside from terms 
which are negligible in the thermodynamic limit, 34 

H = 2~a N~ + 2: ik2N k + 4~a 2:' NkNk., (61) 
~k k •• kk' 

where the prime on the last summation implies omis~ 
sion of terms with k = k'; note, however that terms 
with k = 0 or k' = 0 (but not both) are included. 

If a ;:::: 0 then the N -particle ground state has 
No = Nand N k = 0, as in the case of the model 

34 The omitted terms are 

(4'lra/O){ - (27/16) 2: Nk(Nk - 1) - iNo 
k.¢O 

+ 2:' [D(k." k;) + D(ku. k~) + D(k., k~) 
kit' 

(k¢O.k'"O) 

+ D(k%, k~) D(ky, k~) + D(k%, k~) D(k., k~) 

+ D(ky, k~) D(k., k~) + D(k%, k~) D(kv, k~) D(k .. k~)J, 
where 

D(k, k') = OkO + 8k ,o + !(8kk' + 8k .-k ,). 

The~e terlUl! clearly <:ontribute only. 0(1) to the thermody~ 
naIDlC functIOns even III the case of SImple Bose condensation 
[N 0 = O(N)]; in thermal equilibrium no Nk except No can 
be O(N). 
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studied in Sec. 4, which differed only in that periodic 
boundary conditions were used instead of (55). The 
corresponding ground-state energy is clearly 27rN pot, 
which differs from the result 21r(N - l)pot of Sec. 4 
only by a thermodynamically negligible (nonexten­
sive) term. By (48) and (57) one has3s 

(xl Pl Ix') = Nlrl = p, (62) 

so that ODLRO is present; again, (62) is identical 
with what one would calculate for periodic boundary 
conditions. 

The interesting question, however, is whether 
generalized Bose condensation and ODLRO occur 
for ot < 0, as they did in the case of periodic bound­
ary conditions. By essentially the same argument 
as used in Sec. 4, one sees that then the ground 
state will have high occupation of a large number 
of allowed k states near and including k = 0; 
minimizing the ground-state energy with respect to 
the occupation numbers nk subject to (18), one 
obtains 

nk = !(k; - k2)rl/81rlotl, 0 < k < k., 

= 0, k > k, (67) 

with 

(68) 

One then sees from (18), (65), and the top Eq. (63) 
that 

(69) 

Thus, just as in the periodic boundary condition 
case studied in Sec. 4, no is not O(N), but the sum 
of nk over k < k. is O(N). The eigenvalues n 1, 

n2, ••• of Pl are just the nk ordered in descending 
magnitude38

; thus the criterion (49) for generalized 
Bose condensation is satisfied with f = 1, as was 
the case for periodic boundary conditions. 

In order to examine the limiting behavior of 
(xl Pl Ix') we use (48) and (67) to write38

•
39 

(x Ipli x') = 1611'rl lotl ~ (k; - k2)~k(X)~:(x') (70) 
(k<k.) 

to leading order in rl. In evaluating the thermo­
dynamic limit of (70) some care is required, since 

!k2 
- J.l. + 811'pot - 811'rl-1

ank = 0, k;:c O. 

The solution of the k ;:C 0 equation is36 

(63) the ~k depend on rl in a way which is not so trivial 
as in the case of periodic boundary conditions. For 
the boundary conditions (55) one has 

nk = rl(!k2 
- J.l. + 81rpot)j811'ot 

if !k2 
- J.l. + 81rpot > 0, 

= 0 if !k2 
- J.l. + 81rpot < o. (64) 

The value, k., of k at which nk vanishes to leading 
order in rl is, in analogy with (25), 

k. = [2(J.l. - 81rpot)]1, 

and the analog of (23) is37 

(65) 

(~1r~ 8~J 47r f' k2
(ik

2 
- J.l. + 81rpot) dk = N. (66) 

Thus 

J.l. + 81rp loti = ![2401r3 p lotl/rl]2/5 

so that by (64) and (65) 

16 It is clear from (1) that (x !Pl! x') reduces at T = ° to 
the ground-state average of .pf(x').y(x). Inserting .y(x) = 
~k ~(x) ak, and using the fact that the ground state is 
diagonal ill the Nk representation with eigenvalues No = N 
and Nk = 0, k ~ 0, one obtains the desired result. 

3e See Footnote 15. 
37 With the boundary condition (55) and states (57), all 

components of k must be nonnegative; thus we integrate onl:JT 
over 1/8 of k space. Also, the density of states in the allowed 
region (all components positive) is O/7r3 instead of O/(2r).· 

cos [k(x + !L)] 

= (-1)'" cos (kx), n = 0,2,4, ... , 

= (_I)!(n+I1 sin (kx), n = 1,3,5, .. , , (71) 

where k = n1rIL. Since k. ~ 0 in the thermodynamic 
limit, it is clear that contributions to (70) involving 
sine factors will be negligible compared to those 
involving only cosine factors in the thermodynamic 
limit, and that in that limit the cosine factors may 
be replaced by unity. Furthermore, the factors 
(_1)1 .. may be dropped since only [(_1)1,,]2 = 1 
occurs in ~k(X)~k(X'). Finally, the set of allowed k 
values whose components are all even nonnegative 
integral multiples of 1rIL, so that by (71) only cosine 
factors occur, is i of the set of all allowed k values 
(all components nonnegative integral multiples of 
1rIL) , which is in turn i of the set of all k values 
whose components are positive or negative integral 
multiples of 1r I L. Thus one finds with the aid of 
(57), (71), and (68) 

38 This is proved by the obvious generalization of the argu­
ment in Footnote 35. 

89 Since, by (57), <Pk is an even function of the comJ;lonents 
of k, and furthermore nk is a function only of k = Ik!, one 
may extend the integration over all k with k < k. and multiply 
by a factor 1/8. 
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lim therm (x I P11 x') 

1· 47r 12 12 81 k

• (k2 2) 2 
= k~ 64 167r lal7r3 no' - k k dk 

_ . ~ 12 2407r3
p lal _ 

- ~~~ 15 327r3 lal 12 - p. (72) 

Thus ODLRO in P1 is present, and in fact with the 
same limiting value, p, as was found in Sec. 4 for 
periodic boundary conditions. It is furthermore clear 
that the analysis could be extended to nonzero tem­
perature by the same method as was used in Sec. 4, 
and that one would then find a thermodynamic 
phase transition at T = T e , with the properties 
that for T < To both generalized Bose condensation 
[in the sense (49») and ODLRO in P1 are present, 
and for T > To both are absent. 

At this point it is necessary to make the same 
provisos concerning the unphysical features of the 
model Hamiltonian as were made at the end of 
Sec. 4; as there, we remark that the model can be 
refined so as to remove some but not all40 of the 
unphysical features. 41 We further remark, as in 
Sec. 4, that the existence of generalized Bose con­
densation and hence ODLRO in PI for this model 
raises the question of whether ODLRO in more 
realistic systems might not be associated with 
generalized rather than simple Bose condensation. 

6. A CONJECTURE 

In Secs. 3 and 4 it was shown that for a boson 
system with periodic boundary conditions, the exist­
ence of ODLRO in PI is equivalent to the existence 
of generalized Bose condensation. In Sec. 5 it was 
shown that the relationship also holds for homoge­
neous Neumann boundary conditions in the case 
of a simple soluble model, and it was made plausible 
in the Appendix that the same analysis should hold 
for box-enclosure boundary conditions. On the basis 
of these results we shall make the following con­
jecture: 

For a system of bosons in thermal equilibrium 
and with arbitrary boundary conditions, the exist­
ence of ODLRO in PI in the sense (9) is equivalent 

40 An additional unphysical feature, which does not occur 
for periodic boundary conditions, is that the single-particle 
density for large but finite Nand 0 can be shown to be of the 
form 

(x Ipil x) I"'V (l/8)p + f(x) , 
where f(O) = (7/8)p, whereas f(x) falls to zero for Ixl » 
k.-1 = 0(0116). Thus 7/8 of the particles are concentrated in 
a region in the middle of the box which is negligible compared 
to the volume of the system, although very large compared 
to atomic dimensions. For hard spheres this could not occur. 

41 Removing all unphysical features is clearly incompatible 
with exact solubility of the model. 

to the existencQ of generalized Bose condensation 
in the sense (49). 

A major difficulty in attempting to prove this 
conjecture is that the eigenfunctions of PI are not 
known for an interacting system with arbitrary 
boundary conditions. In contrast, for periodic bound­
ary conditions, PI is necessarily diagonal in momen­
tum representation, so its eigenfunctions are plane 
waves 12-!e'k.X for arbitrary translation-invariant 
interparticle interactions42 and arbitrary tempera­
tures; this is what enabled us to construct an 
explicit proof in Sec. 3. It would seem that a proof 
for general boundary conditions might be based on 
variational arguments of the type employed, e.g., 
in Sec. 4 of Penrose and Onsager.2 However, the 
author has not succeeded in such an attempt, and 
wishes here only to express the hope that the con­
jecture will eventually be either proved or disproved. 

7. DIFFICULTms WITH HARD CORES 

The models studied in Secs. 4 and 5 are not 
directly applicable to systems with hard-core inter­
actions except insofar as one trusts scattering-length 
or pseudopotential approximations as applied to this 
problem, since the Hamiltonian does not exist in 
any rigorous sense in a single-particle representation. 
This is well known for the special case of plane 
waves, and can be shown to be true for any complete 
set of single-particle states. 

On the other hand, the conjecture in Sec. 6 is 
meant to apply also to systems with hard cores 
(in particular, to liquid 4He). Furthermore, the 
general relationship between ODLRO and general­
ized Bose condensation established in Sec. 3 for 
periodic boundary conditions should be applicable 
to systems with hard-core interactions, although it 
does not seem possible to rigorously prove that any 
such system has a momentum distribution function 
with the analytical properties assumed in Sec. 3. 

8. TWO-PARTICLE DENSITY MATRIX 

The two-particle density matrix is defined, in 
Yang's notation,3 by 

(XIX2 I P2\ xfx~> = Tr [1f(x1) 1f(x2) PV/ (xD 1f t (xD]. (73) 

We shall limit ourselves in this section to periodic 
boundary conditions. Then the Bose field operator 
1f(x) can be expanded in terms of plane waves, 
leading to the expression 

42 The interaction potential must be periodically extended 
in the usual way to ensure compatibility with the periodic 
boundary conditions. 



                                                                                                                                    

BOSE-EINSTEIN CONDENSATION 1093 

(74) 

analogous to the simpler expression (5) for (xl PI Ix'). 
By momentum conservation, 

Tr (ak,ak,pa~.,a~,,) = 0 

unless kl + k2 = k~ + k;; (75) 

but here this is a much weaker restriction than was 
the corresponding one for PI, since it does not imply 
that P2 is diagonal in the free-particle representation. 
Hence we cannot prove a general relationship be­
tween ODLRO of P2 and its eigenvalues, analogous 
to that proved in Sec. 3 for PI; the best we can do 
is look at highly simplified special cases, and make 
the obvious conjecture about the general case. 

To this end, consider the case that H (hence p) 
is diagonal in the free-particle representation, as is 
the case for the model studied in Sec. 4. Then the 
trace (75) is only nonzero if kl = k{, k2 = k~ or if 
kl = k~, k2 = k{, and one finds with the aid of 
the Bose commutation relations 

(X
I
X

2 
Ip21 x~x~) = n-2 L: [eik,O(X,-x"le'k,o(x'-""l 

k 1 k. 

Evaluation of the trace in a free-particle basis 
(Ia)} gives43 

Tr (pNk,NkJ = L: (a IpNk,1 (3)tfl INk.1 a) 
a~ 

= L: (a IpN k, I a)(a IN k.1 a). (77) 
a 

At T = 0, P is just the projection operator onto 
the ground state, which is a simultaneous eigenstate 
of the N k and can therefore be chosen to be one 
of the la). Hence 

Tr (pNk,Nk.) ~ nk,nk., 
T-O 

(78) 

where nk is the eigenvalue of N k in the ground 
state. Thus, substituting into (76) and comparing 
with (5), one finds 

(XIX2 I P21 x{x~) ~ (Xl I PI I xD(X2 I PI I x:) 
T-O 

_ n-2 L: eiko(X,+x.-x, '-:a:"ln:. 
k 

(79) 

In the case of simple Bose condensation [no = O(N)] 

43 This is true even if p is not diagonal in the free-particle 
basis; however, the diagonal property of p will be used in 
further reducing (77). 

both the superposition terms (those bilinear in PI) 
and the sum over n~ have nonvanishing thermo­
dynamic limits for all values of XII X2, x{, x~, so 
that ODLRO is present in P2, in agreement with 
Yang's conclusion." In the case of "smeared" con­
densation typified by the model of Sec. 4, the thermo­
dynamic limit of the sum over n: can be shown to 
vanish, but that of (xl PI Ix') does not (as shown 
in Sec. 4), so that again ODLRO of P2 is present. 

How is this behavior related to the eigenvalues 
of P2? In the simple case studied here (H diagonal, 
T = 0) the eigenfunctions and eigenvalues of P2 

can be found explicitly. Substitution of (78) into (76) 
yields 

(XIX2 Ip21 x{x~) = n-2 L: nk,nk 
klktl 

(80) 

Then one finds by direct substitution that the eigen­
functions cp and eigenvalues A of P2 [in the sense 
of (47)] are 

(81) 

It is therefore clear, at least for this special case, 
that large eigenvalues of PI imply large eigenvalues 
of P2, the largest eigenvalues of P2 being of order 
of magnitude of the square of the largest eigenvalues 
of Pl. In the case of simple Bose condensation, P2 

has a single large eigenvalue (here Aoo) of order N 2
, 

as previously pointed out by Yang"; in the case 
of generalized condensation typified by the model 
of Sec. 4, P2 has no single eigenvalue of order N 2, 
but there are many large eigenvalues whose sum 
is O(N2

), in the sense that 

L: L: Aq,q. = O(N2) , (82) 
'h<k. a.<k. 

where k. is given by (28). We conjecture that this 
behavior is of very general occurrence; to be precise, 
we conjecture that generalized Bose condensation 
is associated not only with ODLRO of PI and large 
eigenvalues of PI in the sense of (49), but also with 
ODLRO of P2 and large eigenvalues of P2 in the sense 

(,N'] 

lim lim therm N-2 L: Ai > 0, (83) 

where the Ai are the eigenvalues of P2 enumerated 
in order of decreasing magnitude. It is clear that 

4. Section 17 of the first reference in Footnote 3. 
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(S3) is satisfied in the special case (S2), but (S3) 
can be applied even when the A, are not labeled 
by free-particle momenta. 

The situation is quite different in the Fermi case. 
The derivation of (79) goes through as in the Bose 
case, except that the sum of superposition terms 
is replaced by their difference, and the sum over 
n~ is absent. But then, since PI cannot show ODLRO 
for a Fermi system,3 one concludes that a model 
Hamiltonian which is diagonal in the free-fermion 
representation, but may include arbitrary diagonal 
interaction terms, cannot lead to ODLRO in P2 at 
T = 0, and hence a fortiori also not at higher 
temperatures. This is entirely consistent with the 
fact that the canonical example of a Fermi system 
showing ODLRO in P2, namely the Bardeen, Cooper, 
Schrieffer (BCS) model of superconductivity/o has 
the property that the interactions included are en­
tirelyoff-diagonal in the free-particle representation, 
consisting of pair-pair scattering terms a;Jz~ka_k·ak" 
For such a model the aforementioned superposition 
terms in (XIX2/P2/X~XP are supplemented by an 
additional term46 X(X1X2)X*(xfx~) which leads to 
ODLRO in P2 of the type described by Yang/7 

associated with a single large eigenvalue of P2 of 
order N. This is the analog, for the Fermi system, 
of simple Bose condensation. It would appear that 
the following questions deserve to be investigated: 
Are there any Fermi systems which exhibit a phe­
nomenon analogous to generalized Bose condensa­
tion? If so, do they exhibit the phenomena typical 
of a superconductor, such as the Meissner effect and 
magnetic flux quantization? 

APPENDIX 

We shall investigate here the nature of the Har­
tree-Fock orbitals for a system of bosons in a con­
tainer with impenetrable walls. 

In order to avoid nonessential complications, we 
shall consider the special case of a cubical box and 
a repulsive delta-function interparticle interaction. 
Thus the Hamiltonian is 

N N 

H = 1: - ! \7; + 1: voo(x; - Xl), (AI) 
i-I i<l 

with Vo > O. We take box-enclosure boundary 
conditions: 

X; = ±!L, y;= ±!L, 
Zj = ±!L, 1 ~ j ~ N, (A2) 

46 J. Bardeen, L. N. Cooper, and J. R. Schrieffer, Phys. 
Rev. 108, 1175 (1957). 

46 See, e.g., A. J. Coleman, Phys. Rev. Letters 13, 406 
(1964), and other references cited therein. 

47 Section 18 of the first reference in Footnote 3. 

where <I> is the many-boson wavefunction, X;, Y h Z; 

are the rectangular coordinates of X" and 0 = L3. 
We are interested in the nature of the Hartree-Fock 
approximations to the exact eigenstates of H. For 
bosons the lowest Hartree-Fock state is of the form 

N 

<l>O(XI '" XN) = II 11'0 (Xj) , (A3) 
i=1 

where 11'0 (assumed normalized) satisfies the Hartree­
Fock equation 

[_!\72 + V(x)]rpo(x) = Eorpo(X) (A4) 

with a self-consistent potential 

VeX) = (N - 1) fa voo(x - x') /rpo(x'W d3x' 

= (N - l)vo /rpO(X)/2. (A5) 

Since rpo(x) must vanish at the walls because of (A2), 
it follows that Vex) also vanishes there; however, 
we shall find that Vex) is essentially constant except 
within a microscopic distance of the walls. Since 
we wish to obtain a complete orthonormal set of 
orbitals, we shall also consider excited orbitals rpk (x) 
which are solutions of 

with the same potential V and satisfying the same 
boundary conditions. Just as (A4) arises from a 
variational treatment with a trial ground state of 
the form (A3), so (A6) arises from a variational 
treatment (with respect to variations of rpk) with a 
single-excitation trial state of the form 

N 

<l>k(X I ••• XN) = N-l1: rpo(x l )· •• 

;-1 

x rpO(Xj-l)rpk(X j )rpO(xj+l) ... rpO(XN)' (A7) 

The physical significance of the eigenvalue param­
eters Eo and Ek in (A4) and (A6) is that the energy 
expectation value of the state <1>0 is N Eo, whereas 
the excitation energy of the state <l>k is Ek - Eo. 

The reason for labeling the excited orbitals by a 
wave vector k will presently become clear. 

Schafroth showed31 that for the charged Bose gas 
11'0 is constant except within a microscopic distance 
of the walls, where it drops to zero. Since the 
Coulomb interaction requires a slightly different 
treatmene l because of its long range, and further­
more since we wish also to consider the excited 
orbitals, we shall redo the analysis here. Anticipating 
the final result, we write 

rpo(X) = 0-1[1 + xo(x)], (AS) 
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where 

Xo(x) = -1 on the walls (A9) 

in order to satisfy the boundary condition (A2); 
however, we expect Ixol « 1 in the interior of the 
box, so that the normalization constant can differ 
only infinitesimally from n-" and this difference can 
be absorbed into Xo. Substitution into (A4) gives 

(-! '\72 + Vex) - Eolxo(x) = Eo - Vex), (A 10) 

with 

Vex) = p l voo(x - x') 11 + Xo(x')1 2 d3x' 

= pvo \1 + xo(xW, (All) 

since (N - l)/n -? p in the thermodynamic limit. 
But if Xo is appreciable only in a region of extent A 
(ind,ependent of Nand n) near the walls, then it 
follows from (A8)-(All) that 

EO = pVo + O(A/nl ), (A12) 

since An' is the volume within which Xo is appreciable 
and An'/n = A/ni. Thus in the interior of the box 
we may linearize (AlO) [with (All)] in the form 

( -! '\72 + 2pvo)Xo(X) = 0 (A13) 

aside from a term which vanishes in the thermo­
dynamic limit; in expanding (All) we have assumed 
without loss of generality (since the ground state 
is nondegenerate) that Xo is real. 

Since Xo will be found to be appreciable only 
within a microscopic (i.e., independent of n) distance 
of the walls, it is extremely plausible that Xo will 
be a function only of the single variable measuring 
distance perpendicular to the wall, unless x is within 
a microscopic distance of an edge or corner. We 
therefore assume x to be near the wall x = +!L 
or x = -!L but not near any other, and look for 
a solution xo(x) independent of y and z (x means 
the x component of the vector x). Then (A13) 
reduces to 

-!x~'(x) + 2pVoxo(x) = O. (A14) 

By symmetry xo(x) must be an even function of x; 
the most general real, even solution of (A14) is 

Xo(x) = A cosh (ax), 
(A15) 

a = 2 (pvo) i, 

where A is an arbitrary real constant. Since we 
shall find that Xo is only appreciable near the walls 
x = ±!L, one has 

Xo(x) = !Ae"'" (A16) 

near the right wall, except for a negligible term of 
order Ae-1aL

; since Xo is symmetric, the left wall 
need not be considered explicitly. Eliminating A in 
terms of xo(!L - A), one has 

xo(x) = xo(!L - A)e-a(lL-X-
z

) , (A17) 

which shows that xo falls off exponentially as x 
recedes from the boundary layer (of width A) toward 
the interior of the box. 

To complete the solution of the full nonlinear 
equation (AlO) [with (All)], one can choose the 
thickness A of the boundary layer such that Xo is 
small enough outside the boundary layer to justify 
the linearization (A13), joining the analytical solu­
tion of the linear equation onto a numerical solution 
of the nonlinear equation which goes to zero at the 
walls. It is clear from (A17) that even the nonlinear 
equation (AlO) separates to an excellent approxima­
tion except within a microscopic distance of edges 
(where the problem becomes two dimensional) and 
corners (where it becomes three dimensional). Thus, 
within a microscopic distance of the plane x = !L, 
XO depends only on x away from edges and corners, 
so that (AlO) [with (All) and (A12)1 becomes one 
dimensional: 

-!x~'(x) + 3pVoxo(x) + 2pvox~(x) + 2pvox~(x) = o. 
(A18) 

To be specific, suppose 

xo(!L - A) = -0.1. (A19) 

Then one may integrate (A18) numerically to the 
right, starting at x = !L - A where xo and its 
derivative are fitted to (A17), until Xo = -1; the 
value of A must then be adjusted so that the value 
of x at which Xo = -1 is x = !L. Defining new 
independent and dependent variables ~ and 1/10 by 

~ = (pvo)!(x + A - !L), 

(A20) 

one obtains the following equation for 1/10: 

(A21) 

which is to be solved subject to the initial conditions 

1/10(0) = -0.1, I/I~(O) = -0.2, (A22) 

which follow from (A20) , (A19), (A17), and (A15). 
Multiplying (A21) by I/I~, one finds 

(d/dt)(1/1~)2 = 41/1~I/Io(3 + 21/10 + 21/1~), (A23) 



                                                                                                                                    

ID96 M. D. GIRARDEAU 

which can be integrated immediately to give 

(A24) 

Thus, since 1/;~ < 0, 

(A25) 

with 

A = [1/;~(0)]2 - F(1/;o(O» = -0.0164. (A26) 

Then 

J
~.(., 

[A + F(tWl dt = -~. 
~. (0) 

(A27) 

The value, ~w, of ~ at which 1/;0 goes to -1 is then 
given by 

~ .. = - L~~l [A + F(tW
l 

dt 

= 11 (-0.0164 + 6e - -u + 2t4)-l dt = 1.2. 
0.1 

(A28) 

Then, since x = !L at the wall, (A20) gives the 
thickness A of the boundary layer, nominally chosen 
so that /xo/ = 0.1 at the edge of the boundary layer: 

A = 1.2 (pvo)-l. (A29) 

Within a microscopic distance of edges or corners, 
the assumption that Xo depends only on the distance 
from one wall (the wall which x is very near) fails; 
to obtain the solution of (AID) in such exceptional 
regions, one would have to solve (AID), (All) 
numerically subject to (A9), adjusting VXo on the 
walls so that Xo joins on smoothly to the previously 
obtained solutions. However, we shall not consider 
these regions, since their effect is clearly negligible 
in the thermodynamic limit. 

We still have to investigate the solutions of (A6) 
for k ~ O. In order to see what the proper generaliza­
tion of (A8) is, it is necessary first to state our 
result for the case k = 0 in a form which admits 
such a generalization. We found that Xo in (A8) was 
appreciable only in a microscopic boundary layer 
lining the walls of the cubical box within which the 
system of bosons is confined; throughout the interior 
of the box, IPo(x) is merely equal to the constant n-l . 

The first thought that comes to mind is that this 
constant n-l is the lowest free-particle state for 
periodic boundary conditions with a periodicity cube 
of volume n; hence one is tempted to look for solu­
tions IPk which differ from plane waves n-1eik '" only 
in the boundary layer, where they fall to zero. How-

ever, no such solutions of (A6) can exist for k ~ 0, 
since such a solution would have current k ~ 0 
in the interior but zero current at the walls (since 
IPk must vanish there), thereby violating the equation 
of continuity. The way around this difficulty is, 
following Schafroth, to note that the constant n-t 

is also the lowest solution satisfying homogeneous 
Neumann boundary conditions (55). The free-par­
ticle orbitals IPk [(56), (57)] satisfying this boundary 
condition are real and therefore have zero current, 
so that no contradiction arises if one modifies such 
IPk in the boundary layer so as to make them vanish 
on the walls. We therefore make the ansatz 

IPk(X) = IP~(x)[l + Xk(X)], (A30) 

where IP~ is what is called IPk in (56) and (57), 
namely the free-particle orbital satisfying the N eu­
mann condition (55). We then seek solutions of (A6) 
for which Xk is negligible in the interior of the box, 
but 

Xk (x) = -Ion the walls, (A31) 

generalizing (A9). The appropriate generalization 
of (AID) is found with the aid of (A30), (56), (57), 
and (A6) to be 

{- !V2 + !e + Vex) + kx tan [kx(x + tL)]alax 

+ ku tan [k.(y + !L)]alay 

+ k. tan [k.(z + tL)]alaz - Ek hk(X) (A32) 

= Ek - tk2 - V(x) , 

where Vex) is the same as in (All) (with Xo, not Xk) 
and we have assumed that all components of k are 
nonzero, since the exceptions form a set of measure 
zero. Since we are seeking a solution for which Xk 

vanishes in the interior, where Vex) = pVo by (All), 
it is clear that the appropriate generalization of 
(A12) is 

Ek = pVo + !k2 + O(A/n!). (A33) 

As in the case k = 0, we assume x to be near the 
wall x = +!L but not near an edge or corner, 
and hence seek a solution Yk depending only on x. 
Then, introducing the new variable 

t = !L - x, 

one finds by (A32), (A34), and (All) 

-!y'~(t) + 2pvoYo(t)[1 + !YO(t)]Yk(t) 

+ kx tan (k.t)y~(t) 

(A34) 

= -2pvoYo(t)[1 + !Yo(t)], (A35) 

where Yo(t) = xo(x) and Yk(t) = Xk(X). 
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In the interior we can insert the approximation 
(AI7), (AI9), which in the present notation reads 

go(t) = go(A)e-a(t-}.) = -O.Ie-a(t-}.); t > A, (A36) 

and can neglect tgo(t) compared to unity in the 
terms 1 + tgo(t); however, the term gO(t)gk(t) in 
(A35) cannot be neglected due to the singularities 
of tan (kzt) at kzt = h, !11", .... Then (A35) becomes 

-!g'~(t) + kz tan (kzt)gW) 

- 0.2pvoe- a
(t-A) gk(t) 

= 0.2pvoe- a
(.-A) , t > A. (A37) 

In view of the singularities of the differential equa­
tion (A37) at kzt = t1l", !11", ... , it is convenient 
to make a change of variables; since the properties 
of the hypergeometric equation are very well known, 
it is convenient to choose the new variables so that 
the transformed differential equation resembles the 
hypergeometric equation as closely as possible. This 
is achieved by the substitutions 

U = t[I - sin (kzt)], 

'h(u) = 1 + gk(t). (A38) 

Then (A37) becomes a homogeneous equation 

u(l - u)v/~(u) + !(I - 2u),H(u) 

(A39) 

which differs from the hypergeometric equation only 
through the presence of the exponential factor in 
the last term. The only singularities are at u = 0, 1, 
and co; u = 0 corresponds to kzt = 1r/2, 511"/2, 
911"/2, ... , u = 1 corresponds to kzt = 311"/2, 711"/2, 
ll1r/2, •.. , whereas u = co is not relevant because 
o :::; u :::; 1 for real t. The indicial equation48 at u = 0 
is the same as that for the hypergeometric equation, 
and the conclusion is therefore the same: of the 
two linearly independent solutions which must be 
combined to form the general solution ifik, one is 
analytic at u = 0 and the other is equal to u-t 

times a function analytic at u = O. It follows that 
at kzt = 11"/2, 511"/2, ... , gk(t) will behave like 
[1 - sin (kzt)r t. However, we note from (A30), (57), 
and (A34) that in obtaining <Pk, gk is to be multiplied 
by cos (kzt) = ±[I - sin2 (kzt)]t. The product 
therefore behaves like 

[f - sin (kzt)]-![I - sin2 (kzt)]l 

= [1 + sin (kzt)]' = 2' 

48 See, e.g., E. T. Whittaker and G. N. Watson, A Course 
of Modern Analysis (Cambridge at the University Press, 
Cambridge, England, 1927), 4th ed., Chaps X and XIV. 

at kzt = 11"/2, 511"/2, , i.e. these singularities 
of gk do not cause any singularities of <Pk. A similar 
argument applies to the points kzt = 311"/2,711"/2, .... 
In fact, we shall find that the only effect of the 
singularities of gk in the interior of the box is to 
cause a small displacement of the nodes of <Pk away 
from the positions of those of the unperturbed func­
tions (56), (57), the amount of the displacement 
decreasing as one recedes from the walls, which are, 
in fact, responsible for the perturbation [gk was in­
troduced in order to take into account the effect 
of the requirement that q;k must vanish at the walls 
instead of satisfying (55)]. 

In order to see this more clearly, it is convenient 
to make the substitution 

gk = hk sec (kzt) - 1. 

Then (A35) reduces to 

h'W) + Ik! - 4pvogo(t) 

X [1 + tgo(t)])hk(t) = o. 

(A40) 

(A4I) 

Although this cannot be solved analytically for 
general values of kz, if kz » A-I (A is the distance 
in which go varies appreciably) one can use the 
WKBJ approximation: 

hk(t) ~ A sin {[k~ - U(t)]'t) 

+ B cos {[k! - U(t)JltJ, (A42) 

where 

(A43) 

Then, since gk (0) = -1 (so q;k vanishes at the wall), 
it is necessary to take B = o. Furthermore, normal­
ization and reality require A = ±I, and since gk 

increases from -1 as t recedes from the wall one 
must choose A = + 1. But since <Pk is proportional 
to (1 + gk) cos (kzt) = hk whereas q;~ is proportional 
to cos (kzt) [see (A30)], one concludes that far in 
the interior the only perturbation of the Neumann 
free-particle solution due to the wall and the self­
consistent field is a phase shift of 11" /2!9 

Although we have not been able to give rigorous 
derivations because of the nonlinearity of the Har­
tree-Fock equation, we believe that the foregoing 

49 There is also a small secular phase shift beyond the 
accuracy of the WKBJ approximation, which is negligible 
over distances small compared to L (the length of the box) 
but accumulates to another t1!" by the time one reaches the 
center of the box. This can be seen from the fact that in the 
neighborhood of the center of the box (t = !L) one must 
take A = 0, B = 1 in (A42) in order to satisfy the require­
ment that ~ be even or odd under reflection about the center 
of the box according to whether Lkz/1r is an even or an odd 
integer. 
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analysis shows fairly convincingly that the Hartree- delta-function interaction, one expects the same be­
Fock orbitals <{Jk, the solutions of (A4) and (A6), havior for any finite-range repulsive interaction 
differ from the free-particle orbitals (56), (57) satis- whose Fourier transform exists, since the "wall 
fying the Neumann boundary condition (55) only potential" Vex) - PVo, where Vo is the Fourier trans­
through a distortion in a microscopic boundary layer form of the interaction at k = 0, will be of the same 
near the walls (so as to vanish there) plus a thermo- qualitative form in such cases. It is much less clear 
dynamically negligible phase shift (microscopic shift how much "attractive tail" the interparticle inter­
in the positions of the nodes). Although the analysis action may have without disturbing these conclu­
was carried out for the special case of a repulsive sions. 

JOURNAL OF MATHEMATICAL PHYSICS VOLUME 6, NUMBER 7 JULY 1965 

Schrodinger Basis for Spinor Representations of the Three-Dimensional Rotation Group 

DAVE PANDRES, JR. 

Advanced Research Laboratory, Douglas Aircraft Company, Inc., Santa Monica, California 
(Received 28 September 1964) 

It is shown that the double-valued spherical harmonics provide a basis for the irreducible spinor 
representations of the three-dimensional rotation group. Pauli's assertion to the contrary is shown 
to be false. Both infinitesimal and finite rotations are discussed in some detail. It is also shown that 
there remains a twofold degeneracy in the spherical harmonic Y im when j and m are specified. 

I. INTRODUCTION 

LET Ja be a set of Schrodinger-type 
defined by 

operators 

J 1 = i(cot 0 cos cjJajacjJ + sin cjJajaO), 

J 2 = i(cot 0 sin cjJajacjJ - cos cjJajaO), 

J 3 = -iajacjJ, 

where 0 and cjJ are, respectively, the usual polar and 
azimuthal angles locating a point P on the surface 
of a sphere. The J a operate upon one-component 
complex functions '\II which depend only upon 0 and cjJ. 
Now, while '\II and J a bear a formal similarity to 
the wavefunctions and orbital angular momentum 
operators of ordinary nonrelativistic quantum me­
chanics, it is known that we need not interpret them 
in this way. Instead, we may regard the J a simply 
as generators of the infinitesimal rotations associated 
with the three-dimensional rotation group 0(3), and 
may regard the '\II simply as elements of a vector 
space (function space) upon which the J a are defined. 

and which provide the basis for a (2j+ 1 )-dimensional 
irreducible representation D j of 0(3). It is well 
known that, for integer values of j, the Y;m are 
the familiar single-valued spherical harmonics. They 
provide a basis for the tensor representations of 
0(3). The spherical harmonics for half-integer values 
of j are also known. 1 They are double-valued func-

(1) tions of P. It is generally believed, however, that 
they fail to provide a basis for the genuine spinor 
representations of 0(3). We shall show that this 
belief is incorrect. 

We wish to consider the functions Y;m(O, cp) which 
satisfy the equations 

(J~ + J~ + Ji)Y;m = j0 + l)Y jm , 

It is convenient to begin by recalling, briefly, why 
double-valued quantum mechanical wavefunctions 
have conventionally been regarded as inadmissible. 
Schrooinger2 originally required that wavefunctions 
be single valued because he believed that they must 
correspond directly to some observable property of 
a physical system. Pauli3 early recognized that, since 
wavefunctions correspond only indirectly to observ­
ables, there is no a priori reason why they must 
be single valued. (In this spirit, Bohm 4 has remarked 

1 J. M. Blatt and V. F. Weisskopf, Theoretical Nuclear 
Physics (John Wiley & Sons, Inc., New York, 1952), p. 783. 

2 E. SchrOdinger, Ann. Physik 79, 361, 489 (1926). 
3 W. Pauli in Handbuch der Physik, edited by Geiger Sheek 

(Verlag Julius Springer, Berlin, 1933), Vol. 24, p. 121. 
'D. Bohm, Quantum Theory (Methuen and Company, 

(2) Ltd., London, 1934), p. 104. 
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1 J. M. Blatt and V. F. Weisskopf, Theoretical Nuclear 
Physics (John Wiley & Sons, Inc., New York, 1952), p. 783. 

2 E. SchrOdinger, Ann. Physik 79, 361, 489 (1926). 
3 W. Pauli in Handbuch der Physik, edited by Geiger Sheek 

(Verlag Julius Springer, Berlin, 1933), Vol. 24, p. 121. 
'D. Bohm, Quantum Theory (Methuen and Company, 

(2) Ltd., London, 1934), p. 104. 



                                                                                                                                    

SPINOR REPRESENTATIONS OF ROTATION GROUP 1099 

that, logically, one can only demand that wave­
functions shall satisfy conditions which insure that 
the average value of every observable is single 
valued.) Pauli initially argued, however, that multi­
valued wavefunctions give rise to sources and sinks 
of probability current, and so are physically inad­
missible. It is this argument of Pauli's to which 
Blatt and Weisskopr refer, although they attribute 
it to N ordsieck. The argument also appears in other 
current textbooks,6 although Pauli6 later recognized 
that it is incorrect. He noted that there is a large 
class of multivalued angular momentum eigenfunc­
tions with well-behaved probability currents, and 
that the double-valued spherical harmonics are of 
this class. Pauli then gave another argument in 
which he concluded that only single-valued wave­
functions are admissible. He considered only single­
valued and double-valued functions as possibilities 
because Schrodinger7 had shown that only these be­
have properly under time reversal. (One can also 
exclude all other functions by noting that it follows 
from purely abstract arguments8 that the J a have 
only integer and half-integer eigenvalues. Only sin­
gle-valued and double-valued fUnctions correspond 
to these eigenvalues.) The quadratically integrable, 
but not normalized, spherical harmonics for m = i 
are of the form 

Y
ji 

= (sin 8)iEij~. (3) 

Let r = J 1 ± iJ 2 be the usual raising and lowering 
operators. We obtain the functions Y jm for m equal 
to i-I, ... , -i by repeated application of J­
to Yjj • Thus, for m = i, ... , 1 - i we write 

(4) 

where N jm is an arbitrary constant. For convenience, 
we take N;m = [Ci + m)(j - m + 1)]1. Upon 
applying r to both sides of Eq. (4) and using the 
identity 

rr Y jm = [(j ± m)(j =t= m + 1)] Y jm , 

we find that 

(5) 

r Y jm = [(j - m)(j + m + 1)]1 Y j .m+1 (6) 

for m = i-I, ... , -j. 
Now let Sj be a function space which is spanned 

by the basis functions Y jm for a given value of j. 
Pauli rejected the Y jm with half-integer j because 

5 R. M. Sillito, Quantum M echanic8 (Edinburgh University 
Press, Edinburgh, Scotland, 1960), p. 51. 

a W. Pauli, Helv. Phys. Acta 12, 147 (1939). 
7 E. Schrodinger, Ann. Physik 32,49 (1938). 
8 L. 1. Schiff, Quantum Mechanic8 (McGraw-Hill Book 

Company, Inc., New York, 1955), 2nd ed., p. 141. 

they fail to satisfy his requirement that the applica­
tion of Jato any element of Sj shall lead again to 
an element of Sj' Pauli's reason for making this 
requirement is contained in his assertion that, other­
wise, no unambiguous correlation between Schro­
dinger operator calculus and matrix calculus would 
exist. In particular, he asserted that the Y jm with 
half-integer i fail to provide the basis for an irre­
ducible representation Di. We shall show that these 
assertions are false. 

We wish to emphasize that we have no quarrel 
with Pauli's conclusion concerning the inadmis­
sibility of multivalued quantum mechanical wave­
functions, although we take issue with the argument 
through which he reached that conclusion. Indeed, 
we have shown9 previously that the components of 
linear momentum are not simultaneously observable 
if multivalued functions are admitted. A simpler 
argument leading to the same conclusion may be 
mentioned here: If the components of linear momen­
tum are simultaneously observable, then any ad­
missible wavefunction must be expressible by a 
superposition of their simultaneous eigenfunctions. 
Such a superposition is just a Fourier integral, which 
is always a single-valued function. 

On the other hand, we wish to emphasize that 
the Y;m with half-integer i do, in fact, yield an 
unambiguous correlation between operator calculus 
and matrix calculus; and that they do provide the 
basis for an irreducible representation D j of 0(3). 
We shall see that if scalar products are defined as 
in ordinary quantum mechanics, then the representa­
tion D; is unitary for i = !, nonunitary for i = 
!, i, .... However, a slight change in the definition 
of the scalar product results in all representations 
being unitary. Finally, we shall show that when i 
and m are fixed (at either integer or half-integer 
values) there remains a twofold degeneracy in the 
corresponding spherical harmonic. 

II. A CRITIQUE OF PAULI'S ARGUMENT 

Let the Dirac ket vector Ijm) correspond to Y;m 
and let (jml be its conjugate imaginary bra vector. 
An arbitrary bra vector ('l!1 may be expressed in 
the form 

< I 
- f. ('l! lim) . 

'l! - L.,.. (. I') (Jml· 
m--; Jm Jm 

(7) 

Now, suppose that we have a given function 'l!, 
and that we wish to find the bra vector ('l!1 which 
corresponds to it. If scalar products are defined as 

9 D. Pandres, Jr., J. Math. Phys. 3, 305 (1962). 
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in ordinary quantum mechanics; i.e., 

('1' I <1» = i h i" '1'*<1> sin 6 d6 cUp, (8) 

then ('1'ljm) vanishes if '1' and Y j .. are orthogonal. 
But, suppose that '1' is orthogonal to all of the Y j .. 
for the given value of j. It is then clear from Eq. (7) 
that ('1'1 = O. Indeed, DiraclO has pointed out 
explicitly that "a bra vector is considered to be 
completely defined when its scalar product with 
every ket vector is given; so that if a bra vector 
has its scalar product with every ket vector vanish­
ing, the bra vector itself must be considered as 
vanishing. In symbols, if (PIA) = 0, all IA), then 
(PI = 0." It is precisely this point which is not 
taken into account in Pauli's argument. 

Pauli's assertion that the functions Y j .. with half­
integer j fail to provide a basis for a representation 
Di rests upon the fact that although J+Y jj vanishes, 
the function 

Q = FY i .- j (9) 

does not vanish. It is not an element of Sj, and it 
is certainly inadmissible because it is an eigenfunc­
tion with a negative eigenvalue of the nonnegative 
definite operator J~ + J:. We wish to point out, 
however, that Q is orthogonal to every element of Sj 
(because of its cp dependence, which is just e-Hj+1)<I». 

It is therefore clear that Q is a representative of 
the vanishing bra vector even though it is not of 
vanishing functional form. Furthermore, if J- is 
applied repeatedly to Q, the result is always a rep­
resentative of the vanishing bra vector. It seems 
at first glance that if r is applied to Q, this must 
lead back into Sj. This would be unsatisfactory since, 
for example, the matrix representing J+ J- on the 
Sj basis would not equal the product of the matrices 
representing J+ and J- on the same basis. There 
is no problem, however, because Eq. (5) insures 
that rQ vanishes identically. We see that although 
the J a lead us out of Sj, they can never lead us 
back in again. 

It is instructive to examine the representation 
of finite rotations on the Sj basis. Every element 
of Sj is of the form 

i 

'1' = E Cm Y jm(6, cp), (10) 
m--i 

where the Cm are constants. Consider a rotation 
through the angle B about an axis specified by the 
unit vector n. The corresponding rotation operator is 

U = exp (- iBn·]). (11) 

10 P. A. M. Dirac, Quantum M echanic8 (Oxford University 
Press, New York, 1958), 4th ed., p. 20. 

It is obvious that U does not transform '1' as a scalar. 
The point is that U'1' is double valued on encircle­
ment of the 6 = 0, 11" axis, while the function w 
which results from rotabing '1' as a scalar is double 
valued on encirclement of some new ° = 0, 11" axis 
into which the 6 = 0, 11" axis has been rotated. 
By the transformation of '1' as a scalar, we mean 
that w depends upon 0, if> in the same way as '1' 
depends upon 6, cp and that 0, if> are referred to 
rotated axes in the same way as 6, cp are referred 
to the original axes. Thus, we have 

j 

~ = E C .. Yim(O,if». (12) 
ffl=-i 

Notice that -.jf may be regarded as a function of 
6, cp, n, and the rotation angle B. When -.jf is expanded 
into an infinite series in powers of B, there is a 
nonvanishing remainder term. Because of this term, 
the series converges not to W but rather to U'1'. 
This establishes an interesting functional correspond­
ence between -.jf and U'1', and enables us to obtain 
a double-valued function by superposition of any 
two double-valued functions. For example, the func­
tion '1' + U'1' is only double valued although the 
function '1' + -.jf is four valued. 

Now, the function U'1' is not an element of Sj. 
We find instead that 

uCt; c .. Y j .. ) = .. t,. C~Yjm + R, (13) 

where R is a representative of the vanishing bra 
vector. The constants C~ are given in terms of the 
Cm by 

VC = Cf
, 

where C is the column matrix 

Cf is the column matrix 

[ C~ J 

c~ .. 
and V is a unitary matrix given by 

V = exp (- iBn·d). 

(14) 

(15) 

Here the components 0"1, 0"2, 0"3 of d are the Hermitian 
matrices which comprise the well-known spinor rep­
resentations of 0(3). For example, if j = !, we have 
the Pauli matrices 
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U
1 = !l~ ~] (f2=!f~ 

l'/, 

-il 
0) 

(fa = !ll 0] 
o -1 

and, if j = ;! 
2, 

0 V3 0 0 

= ! V3 0 2 0 (fl 
0 2 0 V3 

0 0 V3 0 

0 -V3i 0 0 

(f2 = ! V3i 0 -2i 0 

0 2i 0 -V3i 
0 0 V3i 0 

3 0 0 0 

(fa = ! 0 1 0 0 

0 0 -1 0 

0 0 0 -3 

The importance of Eq. (13) lies in the fact that 
it establishes a functional interpretation for the 
genuine spinor representations of 0(3). If, in Eq. 
(4), we had chosen some other value for the con­
stant N;m, the matrices (fa would have been non­
Hermitian corresponding to a nonunitary irreducible 
representation of 0(3). 

If one uses the standard formulas of quantum 
theory to compute matrices Ma representing the 
J a , one finds that the element in the rth row and 
cth column of M a is 

where 1/Ir = Yj.j+l-r' One finds that the Ma obtained 
in this way do indeed provide (2j + I)-dimensional 
irreducible spinor representations of 0(3). The Ma 
are Hermitian for j = i, but are not Hermitian 
for j = !, i, .. , . This means that the corresponding 
representations are unitary for j = !, nonunitary 
for j = !, i, .. , . The nonunitary arises because 
(jmljm) is infinite for m = -!, -j-, '" , -j. But, 
it is well knownll that it is always possible to re­
define the scalar product such that the representa­
tions to 0(3) are unitary. Let us consider how this 
can be done. 

11 1. M. Gel'fand and Y. Ya Sapiro, "The Representations 
of the Group of Rotations in Three-Dimensional Space and 
their Applications," Am. Math. Soc. Trans., Series 2, Vol. 2 
(1956). 

We let l'lr) be represented in the usual way by 'lr, 
but instead of letting ('lrl be represented by 'lr*, 
as is customary, we let ('lrl be represented by (G'lr*), 
where G is an operator whose properties are to be 
determined. (The situation is rather similar to that 
which exists in field theory where 'I1t differs from '11*.) 
Thus, instead of Eq. (8), we write 

121'1" 
('lr 1 <I» = 0 0 (G'lr)*<I> sin 0 dO de/>. (17) 

If the space Sj is to be a Hilbert space, we must have 

('lr I <I» = (<I> I v)*. (18) 

This just requires that 

121' {" 
o J

o 
[(G'lr)*<I> - 'I1*G<I>] sin 0 dO de/> = 0, (19) 

i.e., that G be Hermitian in the sense of ordinary 
quantum theory. We now define G by requiring that 

(20) 

where orc is the usual Kronecker symbol. It follows 
from Eq. (20) that the element in the rth row and 
cth column of the matrix representing G is just 

Grc = (S~!)*, (21) 

where S-l is the inverse to the matrix of overlap 
integrals; i.e., 

121' r" s .. = 0 J
o 

1/I~1/Ic sin 0 dO de/>. (22) 

With this choice of G, the Ma generated by Eq. (16) 
reduce to the Hermitian (fa of Eq. (15). We mention 
in passing that G plays the role of a metric in a 
Hilbert space whose covariant and contravariant 
basis vectors are the (1/I,,1 and 11/1,.), respectively. 
Notice that if '11 = E C"1/I,, and <I> = E K,.1/I" then 

('11 I <I» = E C!K", (23) 

as one would expect. Notice also that, for the spaces 
Sj considered in this paper, G and S are diagonal 
matrices which reduce to the identity if the 1/1" are 
normalized to unity. 

m. DEGENERACY OF THE SPHERICAL 
HARMONICS 

We wish to point out that, instead of defining 
Y;; as in Eq. (3), we could have written 

(24) 

where 

Yt = (sin ol Eij~, 
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and at and a_t are arbitrary constants. Equation (24) 
gives the general solution of Eq. (2) for m = j. 
It is clear that yt;, and Yit are linearly independent 
for both integer and half-integer j, because they are 
even and odd functions of cos 8, respectively. The 
point is that a spherical harmonic is not uniquely 
determined when j and m are specified. A twofold 
degeneracy remains because the invariant operator 
J~ + J! + J: involves second derivatives with re­
spect to 8. We may remove this degeneracy by 
classifying our functions by eigenvalues A of the 
operator Ka defined by 

(25) 

We have, as yet, no operator connecting Y~", and 
Vi!. However, we may define such operators K± = 
Kl ± iK2 by the relations 

K+Yi~ = Yj .. , 

JOURNAL OF MATHEMATICAL PHYSICS 

(26) 

K+Y~ = K-y-:-l = 0 ,m 1m. 

The matrices which represent Ka on the basis Y~m' 
Yi~ are just the Pauli matrices. Notice that the 
Ka commute with all of the generators J a of 0(3). 
This implies that the symmetry group SU(2) cor­
responding to A degeneracy is independent of the 
three-dimensional rotation group. 
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The method of moments is used to derive the reduced-width amplitude distributions. The explicit 
dependence of the distribution function on the dimension N of the random orthogonal matrix for 
large values of N is obtained. It is shown that in the limit N -+ "', the distribution is the same as the 
one obtained using the explicit assumption of level independence. 

I. INTRODUCTION 

T HE multivariate reduced-width amplitude dis­
tribution was derived by Krieger and Porter l 

using the assumptions of level independence and of 
functional form invariance of the distribution. It 
was pointed out by Dyson2 that the assumption of 
level independence is quite unphysical. 

An important consequence of the invariance hypo­
thesis is that the eigenvector components of a random 
Hamiltonian matrix are distributed independently 
of its eigenvalues.a This fact was used to calculate 
the correlations of the Hamiltonian matrix ele-

IT. J. Krieger and C. E. Porter, J. Math. Phys. 4, 1272 
(1963). 

2 F. J. Dyson, J. Math. Phys. 3, 140 (1962). 
a C. E. Porter and N. Rosenzweig, Ann. Acad. Sci. Fen­

nicae A6, 44 (1960). 

ments.4
,6 Using a suggestion due to Rosenzweig,6 

a general technique has been developed to obtain 
the averages of the components of random orthog­
onal vectors. & A knowledge of these averages enables 
one to calculate the various moments of the re­
duced-width amplitudes. These moments are then 
used to determine the distribution of the reduced­
width amplitude. This approach has the advantage 
that it shows the explicit dependence of the dis­
tribution function on the dimension N of the random 
orthogonal matrix for large values of N. It will be 
shown that the multivariate reduced-width ampli­
tude distribution iu the limit N ~ co is the same 

• N. UIlah and C. E. Porter, Phys. Letters 6, 301 (1963). 
6 N. Ullah, Nucl. Phrs. 58, 65 (1964). 
6 N. Rosenzweig (prIvate communication)' Phys. Letters 

6, 123 (1963). ' 
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as the one obtained using the level-independence 
hypothesis. 

The reduced-width amplitude 'YAe for level ).. and 
channel c is given by 

'YAe = (2~:a)l J XACP~ dS, (1) 

where me is the reduced mass, ae the channel radius, 
CPo the channel function and Xx the wavefunction 
of the compound system. 

Expanding the wavefunction Xx in terms of a 
convenient set of basic functions 1/; ~ we can write 
Eq. (1) as 

'YAe (2) 

where 

and a~x (1 ::; !J. ::; N) are the components which 
express the wa vefunction X x in the chosen representa­
tion. The components a~x behave like the compo­
nents of randomly oriented unit vectors. The N X N 
random orthogonal matrix is formed from N such 
random unit vectors. 

The odd moments of 'YXe vanish. Putting in the value 
of the denominator in expression (3) and after some 
simplification,6 we get 

2.. r(!N) [( 0 )2 .. 
(-y I.e) = 'IIJlVr(t(N + 2m» oa 

X g L~ exp [- (a!x + aJ ~ea~x) ]da~x 1.0 ' 
which gives 

I 2m) r(!N) r(2m + 1) ('"' 2)00 
\1' Xe = 22"'r(t(N + 2m»r(m + 1) ~ J~e . (4) 

It can be easily checked that the set of moments 
given by expression (4) satisfy Carleman's criteria/ 
and therefore should determine the distribution 
uniquely. 

Using Sterling's formula to expand the gamma 
function for large values of N, we get 

II. SINGLE-CHANNEL DISTRIBUTION 

The distribution of the reduced-width amplitude 
'YXe was derived by Porter and Rosenzweig3 from a 
knowledge of the eigenvector component distribution 
and the application of the central limit theorem. 
Later Rosenzweig6 had indicated that the standard 
results of the theory in the limit N -t ro can be 
obtained from a knowledge of the distribution of 
the orthogonal matrix. In particular he had derived 
the single-channel Porter-Thomas distribution. How­
ever, his method does not give the explicit depend­
ence of the distribution on N, for large values of N. 
Further, one does not know how to get the results 
for the multilevel case directly from the eigenvector 
component distribution. The method of moments 
which we follow here not only gives the explicit de­
pendence on N but can also be used easily for the 
multilevel case. The moments of the reduced-width 
amplitude 'YXe are calculated using the averaging 
technique described in Ref. 5. The derivation of the 
distribution makes use of the well-known results of 
the problem of moments.7 It is shown that our dis­
tribution in the limit N -t ro gives the results 
obtained by Porter and Rosenzweig.3 

The ensemble average of 'YXe using Eq. (2) can be 
written as 

(3) 

( 2m) _ [1 + l ( 2 + )] r(2m + 1) (lJ)'" 
'YAe - N - m m rem + 1) "2 e , 

(5) 

where 

1 11' 2 

J. == N L J,. •. ,.-1 
The characteristic function of the distribution cp(t) 

is given by 

'" (it) 2m 2m 
cp(t) = ~ r(2m + 1) (1' Ae). 

Using expression (5) it can be expressed as 

cp(t) = [1 - J~N4N] exp (- !Jet2
). (6) 

----
7 M. G. Kendall and A. Stuart, The Advanced Theory of 

Statistic8 (Charles Griffin & Company, Ltd., London, 1958), 
Vol I, Chap. IV; H. Cramer, Mathematical Method8 of Sta­
tistic8 (Princeton University Press, Princeton, New Jersey, 
1946), p. 176. 
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Using the inversion theorem7 we find that the 
frequency function !x(/,xc) is given by 

fx(')'xc) = (27r1,)-t 

X [1 -~ (1! - 6;:, + 3) ]e-!(n"IJd. (7) 

If we now take the limit N -7 <Xl, we get the result 

(8) 

which is in agreement with the earlier result. l
•
3 

We next consider two levels X, X' and write the 
bivariate moment 

X J (2: a~Jl'c)2m(2: a~)"J~c)2n 
~ ~ 

X 15(1: a!x - 1)15(1: a!x' - 1) 
I' ~ 

(9) 

where 2N
-

27rN
-

l jr(N - 1) is the value of the 
integral6 

J 15(1: a!x - 1)15(1: a!x' - 1) 
I' I' 

X 15(2: al'),a~x') II da~x dal'x'. 
I' ~ 

The derivation of the bivariate characteristic func­
tion is a little more involved than the univariate 
characteristic function and therefore we shall only 
indicate the essential steps of the derivation. 

After some mathematical manipulation and using 
a simple substitution 

we can write expression (9) as 

r(N - 1) [(0 )2m(o )2" 
(/,2X:/'~~c) = 2N-37rN-lr(!(N + 2m _ I»r(t(N + 2n - 1» oa o{3 

X J exp {-~ [p! + q; + ~ (a + (3)J~,pl' - ~ (a - (3)JI',q~ J}I5[ ~ (P! - q;)] :g dpl' dql' 1.6-0· 
Using the Fourier transform of the 15 function and carrying out the p and q integrations, we get 

r(N - 1) {( 0 ).m( 0 )2" 
(/,2).:/,~~,) = 2N- 2r(t(N + 2m _ I»rO(N + 2n _ 1» oa o{3 

X J dk (1 + erNI2 exp [t(1 + e)-1(a
2 + (32)(~ J!,) + i; (1 + k2)-la{3(~ J!c) JL.6-0. 

Carrying through the indicated differentation and the integration over k, we get 

2m 2n 7r'r(N - 1) (2m) !(2n)! 
(')' A'/'X'C) = 2N+2m+2n-2rO(N + 2m - I»rO(N + 2n - I»rO(N + 2m + 2n» 

X (2: J2 )m+n 2: (-1); rO(N + 2m + 2n - 2j - 1» (10) 
• 1"; (m - j)!(n - J}!j! ' 

where the summation over j goes from 0 to m or n, 
whichever is smaller. If n is put equal to zero, expres­
sion (10) reduces to expression (4), as it should. 

Using Stirling's formula to expand the gamma 
function for large values of N, expression (10) can 
be written as 

(/'~:/'~~,) = (2m) !(2n) !(V,)"+» 

X [m
1
!n! - ~ tm .! 2) In! 

+ mIen 1_ 2)! + (m _ 1)~(n _ 1) !} J. (11) 

The bivariate characteristic function cp(t, t') is then 
given by 

cpU, t') = [1 - (J~j4N)(t2 + t,2)2] 

X exp [- !J,(t2 + t,2)]. (12) 

From expressions (12) and (6) we see that cp(t, t') 
cannot be expressed as the product of q,(t) and 
cp(t'), except in the limit N -7 <Xl. Therefore in the 
limit N -7 00, the joint distribution of /'),e, /'X'c can 
be written as a product of two normal distributions. 
Thus the joint distribution of the reduced-width 
amplitudes for the single channel c, in the limit 
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N ~ co, can be written as 

(27[1 c) -! I 

X exp [ - 2~c (t ~~c) 1 (13) 

where l is the number of levels. This is in agreement 
with the result derived by Krieger and Porter. 1 

ill. MULTICHANNEL DISTRIBUTION 

The multichannel distribution can be obtained in 
the same way as single-channel distribution. Let us 
consider a level A and m channels e, e' , e", ... , then 
the multivariate moment (~).';~~c' ... ) can be worked 
out in the same fashion as (~~:) given by expression 
(3). In the limit N ~ co, we find that the multi­
variate characteristic function l/>(t) , where t is m­
dimensional vector, can be written as 

.p(t) = exp [- t(t~t) 1, (14) 

where ~ is m X m matrix, called the covariance 
matrix and is defined ass 

(15) 

The frequency function fA( i).) IS then the m­
variate normal distributionS 

8 T. W. Anderson, An Introduction to Multivariate Sta­
tistical Analysis (John Wiley & Sons, Inc., New York, 1958), 
Chap. II. 
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where 12;1 is the determinant of the covariance 
matrix ~. 

We have shown in Sec. II that in the limit N ~ co • 

the joint characteristic function of ~).c, ~).'c can be 
written as the product of two characteristic func­
tions, one belonging to ~).c and the other to ~).'c. 
This together with (14) and (16) implies that the 
joint distribution Pcc'c"'" can be written as 

(17) 

IV. CONCLUDING REMARKS 

In Sees. II and III we have used the method of 
moments to derive the reduced-width amplitude dis­
tribution for a system invariant under an orthogonal 
transformation. In a similar way we can derive the 
results for the unitary and symplectic ensembles 
defip.ed by Dyson.2 In the limit N ~ co, these dis­
tributions agree with the ones derived using the 
explicit assumption of level independence.9 

The various correlation coefficients can be exactly 
worked out using the expressions (4) and (10). These 
values agree with the ones obtained earlier. lO In the 
limit N ~ co, they give the level-level correlation 
to be zero and the width channel-channel correlation 
to be square of the reduced-width-amplitude chan­
nel-channel correlation, which is in agreement with 
the earlier results. l 

9 N. Ullah, J. Math. Phys. 4,1279 (1963); Phys. Letters 7, 
153 (1963). 

10 N. Ullah, Nucl. Phys., 64, 349 (1965). 
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1. INTRODUCTION 

RECENTLY we have given certain simple con­
ditions on an attractive central potential which 

are sufficient to guarantee the existence of at least 
one bound state for each angular momentum smaller 

than a given one. 1 In this paper we derive another 
condition to the same effect. This condition is best 
possible, i.e., for each l there exists a potential 

1 F. Calogero, J. Math. Phys. 6, 161 (1965), hereafter re­
f erred to as I. 
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(in fact, a one-parameter class of potentials) which 
saturates it. These potentials are given explicitly; 
or S-waves we find a Hulthen shape. Units are 
defined so that h = 2m = 1, m being the mass 
of the particle considered. 

2. ON THE POLES OF A RICCATI EQUATION 

Consider the Riccati equation 

y'(x) = f(x)[g(x) + Y(X)]2, (2.1) 

with boundary condition 

yeO) = 0, (2.2) 

and with the following limitations on the real func­
tions f(x), g(x): 

f(x) ~ 0, (2.3a) 

g(O) = 0, g(x) ;::: 0, (2.3b) 

g'(x) ~ O. (2.3c) 

We now prove the following 

Theorem. A sufficient condition for the function 
y(x) to have at least one pole within the interval 
of the real axis between ° and X > 0 is that there 
exists a value of the positive constant Q such that 

iX 

dx g'(x)f(X)/[Q-lg'(X) + Qf(x)] > 1. (2.4) 

The proof is very simple. Introduce the function 
Vex) through 

y(x) + g(x) = QY(x)/[l - Y(x)], (2.5) 

Note that this implies that Vex) varies between zero 
and one while y(x) varies between zero, for x = 0, 
and infinity. We now show that the hypothesis, 
Eq. (2.4), implies that VeX) is larger than one, 
thereby proving the theorem. In fact the differential 
equation satisfied by Vex) is 

Y'(x) = Q-lg'(x)[l - Y(X)]2 + Qf(x)y2(x), (2.6) 

3. APPLICATION TO THE BOUND-8TATE 
PROBLEM 

The condition for the occurrence of at least one 
bound state with angular momentum 1 corresponds 
to the requirement that the solution of the Riccati 
equation 

aHr) = -(2l + l)-I[V(r)/q] 

X (qrf21[(qr)21+1 + ak)]\ (3.1) 

with boundary condition 

(3.2) 

has at least one pole on the positive real axis. l
•
2 

Here q is an arbitrary constant and al(r) is connected 
with the phase function 0/(1') by the relation2 

a/(r) = (2l + 1)!!(2l - I)!! lim [tgo,(r)(q/k)21+1], 
,1,-0 

(3.3a) 

where k is the linear momentum. The function az(r) 
is also simply related to the logarithmic derivative 
of the zero-energy radial wavefunction uz(r) through 

al(r) = (qr?l+l(l + A + 1)/(1 - A) 

with 

A(r) = -rui(r)/u,(r). 

Assuming that the potential is attractive 

VCr) = -/V(r)l, 

(3.3b) 

(3.3c) 

(3.4) 

we may immediately apply the theorem of the pre­
ceding section. Setting Q = (2L + 1) we obtain, 
as a sufficient condition for the existence of at least 
one bound state with angular momentum L (and 
therefore also at least one for all 1 ~ L), the in­
equality 

1'" d(qr) W(r) I > 1. (3.5) 
o (qr)2L q2 + (qr)-2L I VCr) I 

with boundary condition 

YeO) = 0, 

as implied by Eqs. (2.1), (2.5), 

It is easy to derive the potentials which saturate 
(2.7) this condition, by enforcing the equality sign III 

and (2.3b). But Eq. (2.8). We find 
Eq. (2.6) implies 

Y'(x) ~ g'(x)f(X)/[Q-lg'(X) + Qf(x)J. (2.8) 

This equation is obtained simply taking the min­
imum value of the right-hand side of Eq. (2.6) 
[at this stage use is made of the conditions Eqs. (2.3a) 
and (2.3c)J. It follows, through Eqs. (2.7) and (2.4), 
that 

VeX) > 1. (2.9) 

This completes the proof. 

VI(r) = - (1 + e)q2(qr)4L 

X [exp I (qr)2L+l(2L + 1)-I) - 1r\ E> O. (3.6) 

These potentials, while possessing at least one bound 
state for each angular momentum 1 ~ L, have the 
property that they, when substituted in the integral 
of Eq. (3.5), yield values which may be made ar-

2 F. Calogero, Nuovo Cimento 27, 261 (1963); B. R. Levy 
and J. B. Keller, J. Math. Phys. 4, 54 (1963); R. F. Dashen, 
ibid., p. 388. 
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bitrarily close to one by the choice of a sufficiently 
small E. Note that the constant q is arbitrary. 

For S-waves the potential takes the Hulthen shape 

Vo(r) = - (1 + E)q2/[eqr 
- 1], (3.7) 

while the condition Eq. (3.5) becomes simply 

f '" d(qr) !V(r) I > 1 
o q2 + !V(r)l . 

(3.8) 

For a general potential this condition may be more 
or less stringent than those given in I. For instance, 
for an exponential VCr) = -lVol exp (-rlro) it 
yields 

r~ I Vol :2: c/ln2 (1 + c), (3.9) 

where c = lVollq2 is an arbitrary constant. The 

JOURNAL OF MATHEMATICAL PHYSICS 

optimal choice c = 3.92 yields r~ lVol > 1.54. This 
is a more stringent condition than that obtained 
in I, and is quite close to the exact minimum value 
for the existence of one bound state lVol r~ = 1.44. 
On the other hand for a square-well potential of 
depth lVol and range ro we obtain at best the condi­
tion lVol r~ > 4, which is less stringent than the 
one obtained in I. This condition corresponds to 
l = lVol· It is remarkable that these optimal choices 
of q depend on the strength but not on the range 
of the potential, contrary to what happened in I. 

Finally we note that the theorem of Sec. 2 provides 
also an upper limit for the energy of the lower bound 
state for each angular momentum, when applied to 
the relevant Riccati equation, in analogy with what 
was done in I. 
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The theory of diffraction of elastic waves is developed for the case of two homogeneous elastic 
media, welded together at an interface of arbitrary shape. The Green's function of the problem, de­
fined to be the displacement at a point PI, caused by a periodic force at a point Po, is expressed in 
terms of the displacement and tension on the interface. A set of Fredholm integral equations for 
these interface functions is obtained. From them a variational principle is derived which gives the 
Green's function, minus the "free" Green's function, as the stationary value of a functional. It is 
analogous to the variational theorem of Levine and Schwinger for optical diffraction at an aperture 
in a screen. The variational equations of this functional are the above-mentioned integral equations. 
Explicit expressions are obtained for the case of isotropic elastic solids and for liquids. A generaliza­
tion to the case of pulsed waves is indicated. 

1. INTRODUCTION 

WITH an eye on applications to seismic explora­
tion, the theory of the reflection of waves from 

an interface between two homogeneous elastic media 
will be further developed. In cases of interest the 
problem is often one of diffraction, as the wave­
lengths produced in an explosion can well be com­
parable to the lengths characterizing irregularities 
in the formation. To judge from recent review 
articles,I.2 diffraction theory is still primarily a 
branch of physical optics. Correspondingly, its oldest 
and best-developed part deals with diffraction from 

* Permanent address: Physics Department, The Ohio 
State University, Columbus, Ohio. 

lB. Bonl, A. W. Mane, and K. Westphahl in Encyclopedia 
of Physics, edited by S. Flugge (Springer-Verlag, Berlin, 1961), 
Vol. XXV/I, pp. 218-573. 

2 C. J. Bouwkamp, Rept. Progr. Phys. 17, 35 (1954). 

edges and apertures of screens. When diffraction from 
a nonplanar interface between two media is con­
sidered one finds results for a special geometry, e.g., 
for a sphere, obtained by a direct solution of the 
boundary-value problem with use of special func­
tions. Such methods are of little help for other, less 
regular, interfaces. A notable exception is the work 
of Milller,3 who applied to refractive interfaces the 
techniques familiar for the theory of diffraction from 
an aperture in a screen. These consist of the use 
of a representation theorem (Green's theorem) to 
express the field at a point P inside a region 'lJ in 
terms of certain functions (e.g., electric and magnetic 
currents in the electromagnetic case) on the surface 
S enclosing 'lJ, and the use of the boundary conditions 

3 Cl. Muller, Grundlagen der mathematischen Theorie elec­
tromagnetischer Schwingungen (Springer-Verlag, Berlin, 1957); 
Math. Ann. 123,345 (1951). 
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on S to obtain integral equations for these surface 
functions. 4 An advantage of this method is that it 
leads to convenient approximation methods such as 
the Kirchhoff approximation, or to more powerful 
ones such as the variational method of Levine and 
Schwinger,5 which can be extended-as will be indi­
cated below-to apply to the integral equations 
obtained by MUller. 

The theory of diffraction of elastic waves, as de­
veloped along similar lines independent of the geom­
etry, is of rather recent origin. 6

,7 In analogy with 
optics, only "screens" of different types have been 
considered. A refractive boundary like that studied 
by Miiller would be more appropriate for geophysical 
applications, but it has never been used in this con­
nection. In the following this problem is treated in 
terms of integral equations and subsequently trans­
formed into a variational principle analogous to that 
of Levine and Schwinger. 

2. REPRESENTATION THEOREM 

The state of an elastic solid is given by a vector 
field Ui which is the displacement as a function of 
position, x, and time, t. With it goes a stress field 
tii given by 

tii = Cij .'P.a.u". (1) 

The elastic coefficients, which can be x dependent, 
satisfy the relations 

by integration, from the Green's function of the wave 
equation. For the present, I consider only the Green's 
function for periodic time dependence, which is a 
solution of Eq. (6) for a unit force density of fre­
quency w acting at a point Po(xo), in the k direc­
tion, i.e., 

fi = OikO(X - xo)e'w'. (8) 

It will be symbolized by Gik(xxO)e iOl
', thus 

(fJ'ii + PW
20ij)G ik (XXO) = - O'kO(X - xo), (9) 

and is defined by the additional requirement that 
it satisfies the radiation condition,S according to 
which the elastic coefficients and the density be­
come constant at large distance and 

lim Ixl Gik(XXO) = O. (10) 
Ix 1-+00 

Note that G depends on w, although this is not 
indicated explicitly. 

The representation theorem follows7 by consider­
ing, inside a region '0, two displacement fields, u(l) 

and U (2), and the corresponding stress fields, and 
by applying Gauss' theorem to the vector field 
U;2)t;!) -u;l)t:~). With Eq. (2) this yields the identity 

1 d ( 2) (1) (I) (2» 
'0 X Ui fJ'ijUj - Ui fJ'iiU ; 

(11) 

a. signifies ajax •. The tension, Ti, 

element with normal ni is equal to 

where 

for a surface 

(3) 

(2) x denotes a point on the surface 2; bounding '0; 
T is the tension on 2;, with respect to the outward­
directed normal. By applying Eq. (11) to all space 
and choosing u~l) = G •• (xxo) and U~2) = Gir(XXI), 
the right-hand side vanishes on account of Eq. (10). 
With use of Eq. (9) one therefore finds9 

(4) 

The equations of motion are 

a,tij - PUi = -i, (5) 

or, using (1), 

fJ'ii U , - PUi = -fi, (6) 

where 
(7) 

fi is the external (body) force density, and p is the 
mass density. 

The solutions of Eq. (6) for any fi can be obtained, 

4 Reference 1, p. 353. 
& H. Levine and J. Schwinger, Phys. Rev. 74, 958 (1948). 
6 W. D. Kupradse, Randwertaufgaben der Schwingungs-

theorie und Integralgleichungen (Deutsche Verlag der Wissen­
Bchaft, Berlin, 1956), pp. 124-135. 

7 A. T. de Hoop, "Representation Theorems for the 
Displacement in an Elastic Solid and their Application to 
Elastodynamic Diffraction Theory," thesis, Delft (Excelsior, 
The Hague, 1958). 

(12) 

Equation (12) is the "reciprocity theorem,,,lo which 
will be used frequently in the following. 

The representation theorem is obtained from Eq. 
(11) by selecting for '0 a volume in which the elastic 
coefficients Cij .'P. are constant and by taking u~ll = 

Gi.(XXo) and uj2) = G~.(XXI)' where GO is the Green's 
function for the case that the elastic coefficients 
have the same constant value in all space. The point 
PI(XI) is in '0. This gives, using Eq. (12) for GO, 

Gi;(XIXO) - EG~j(XIXO) = i dx' (G~i(X'XI)Tk;(X'XO) 

- T~i(X'Xl)Gdx'xo», (13) 

8 Reference 1, p. 247. 
9 L. Knopoff and A. F. Gangi, Geophysics 24,681 (1959). 
10 Lord Rayleigh, The Theory of Sound (Dover Publica-

tions, Inc., New York, 1945), 1st Amer. ed., Vol. 1, Sec. 107, 
p. 151. 
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where e = 1 when P ° (xo) is in '0, e = 0 otherwise. 
T is the tension on ~ associated with the displace­
ment field G: 

Tki(X'XO) = [e~pGpi(X'XO)J •. _£.. (14) 

The prime on e indicates that the differentiation 
is with respect to the primed variables, and that 
the normal n~ at the point x' of ~ is to be used. 
TO is similarly related to 00. In Eq. (13) GO and TQ 
are considered to be known functions, although their 
evaluation for all but isotropic elastic solids may 
pose some difficulties. Thus, Eq. (13) reduces the 
problem of finding G inside '0 to that of finding 
the displacement-tension field G, T on ~; but at 
the same time, by letting XI approach ~, it yields 
important identities for this surface field. 

Before deriving these identities, it is useful to 
introduce a new notation, which is aimed at giving 
the integrand of Eq. (13) the form of a mairix 
product. In the first term one has, from Eq. (12) 

GUx'x,) = G~k(XIX'). (15) 

In the second term, I write 

T~;(x'xI) == T~:(xlx') = [e~.G~.(xlx') lx' _£', (16) 

which serves as definition of TOt. The symbol t is 
thus used to indicate simultaneous interchange of 
indices and variables. This operation will be called 
conjugation. According to Eq. (15), GO is invariant 
under conjugation. 

This brings the integrand in Eq. (13) into the 
form 

G~:(xlx')Tdx' xo) - T~:(XIX')Gki(X' xo). (17) 

This can be further simplified by introducing a two­
component "vector" 

Hki(X'XO) = [Gki(X'XO)] , (18) 

Tki(X'XO) 

and, as an extension of the meaning of the symbol t, 
a"conjugate vector" 

H ot( .') (Go t( .,) Tot( .,» (19) ik XIX = ik XIX , ik XIX . 

The expression (17) has the form of an alternating 
product 

(20) 
where 

u = r _~ ~l (21) 

In (20) one can dispense with the indices i, j, k, 
by adopting the convention that products will be 
matrix products with respect to these indices as well. 
Thus, Eq. (13) becomes 

= ~ dx'Ho\xlx')gH(x'xo). (22) 

Extending the definition (19) to apply also to H, 
and because of HOtt = HO, one obtains by conjuga­
tion of Eq. (22): 
G\x1xo) - eGot(x1xo) 

= - ~ dx'H\x1x')uHO(x'xo). (23) 

According to the reciprocity relation, Eq. (12) and 
(15), i.e., Gt = G, GOt = GO, the expressions (22) 
and (23) have the same value. 

3. IDENTITIES FOR H 

In Eq. (22) one can take for XI a variQ.ble point X 

and let it approach ~ : X -7 X. In the limit one 
obtains G(xxo) - eGO(xxo) with e = 1 or 0 as above. 
One can also apply the operator e, with n, being 
the normal to ~ at the point X, and then take the 
limit X -7 X. The result is T(xxo) - eTO(xxo). These 
relations can be written in a compact form as follows: 

H(xxo) - elIO(xxo) 

= lim Z f dx'Ho\xx')uH(x'xo), (24) 
x-x x 

where Z is a two-component operator defined by 

Zii = (~:J (25) 

where e differentiates with respect to the unprimed 
variable X in Eq. (24). In order to take the limit 
in Eq. (24) one chooses an area So of ~ containing 
the point x, separates the integral into J 2:-S. + J s., 
and takes the limit X -7 X and So -7 0 in that order." 
It is easily shownl2 that one has, quite generally, 

lim lim Z J dx'Ho\xx')uH(x'xo) = !lI(xxo). (26) 
8 0 -0 %-2 So 

In the remaining integral, the limit X -7 X can be 
taken by substitution after operating with Z. This 
gives 
!lI(xxo) - eHO(xxo) 

= lim [Z f dX'Hot(XX')uH(X'xo)]. (27) 
80-0 ~-So x-£ 

For finite So, one can apply Z under the integral 
sign, but the limit So -7 0 of the resulting integral 
does not exist. Nevertheless Eq. (27) will be ex­
pressed as a symbolic integration, f, which is de­
fined by 

11 Reference 1, p. 234. 
12 Equation (26) follows by applying Eq. (22) to a small 

cylinder with base So, axis along ni and height equaling twice 
the distance from P to S, and by considering the limit that 
the height is much smaller than the linear dimensions of So, 
while both approach zero. 
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f di' [:E:F(xi') lz~; 

This gives 

!H(ixo} - ~HO(ixo) f di' L(ii')oH(i' xo), (29) 

where 

(30) 
or 

(31) 

with 

Q~j(ii') = [e,.eipG~p(xi')]",~£ .• ,_;,. (32) 

It is easily verified that QOt = QO and therefore 

L\ii') = L(ii'). (33) 

The conjugate of Eq. (29) can similarly be obtained 
from Eq. (23). 

When Po is in 'O(~ = 1), Eq. (29) can be com­
bined with Eq. (23) to eliminate HO. This gives 

Gt (x1xo) - GO\x1XO) 

= - J di f di'HtCxtx)uLCxx')uH(x'xo). (34) 

The other term, arising from the first term in Eq. 
(29), vanishes on account of the identity 

~ dx H\x,x)uH(ixo) = 0, (35) 

which is found by taking in Eq. (11), u(l) = G(xxo) 
and U(2) = G(xx l ), and using Eq. (12). From the 
conjugate of Eq. (29) (with Xo replaced by Xl) and 
from Eq. (22) one finds similarly, for Po in '0: 

G(x1xo) - GO(XIXO) 

= - J dx f dx' Ht(x1x')uL(i'x)uH(xxo). (36) 

The right-hand sides of Eq. (34) and (36) differ 
only in the manner in which the symbolic integration 
is performed, but one sees from the reciprocity 
theorem that the results are the same. On the other 
hand, Eq. (34) follows from Eq. (36) by conjugation. 
This shows that the invariance of L, expressed by 
Eq. (33), embodies the reciprocity, and suggests that 
the symbolic integration can be treated in a manner 
which preserves this symmetry. 

4. INTEGRAL EQUATIONS FOR H 

The only special assumption made in deriving the 
relations (29) is that the elastic coefficients are con-

stants inside '0. Considered as integral equations 
for H, they have therefore a multitude of solutions. 
In order to arrive at a unique solution, the model 
must be fully specified. This I will do by stipulating 
that space is filled with two homogeneous solids, 
welded together on a surface S. S is supposed to 
divide space into two parts, which will be called 
region 1 and region 2. Region 1 contains the source, 
i.e., the point Po. The elastic constants in this region 
are indicated simply as c, those in region 2 as c". 
Other quantities, e.g., p, 00, L, are similarly dis­
tinguished for the two regions. The normal n, on 
S points from region 1 into region 2. Across S, where 
p and c are discontinuous, one must impose the 
boundary condition that the displacement and the 
tension, i.e., G and T, are continuous. 

The Green's function in all of region 1 can be 
expressed, with the above mentioned methods, in 
terms of a surface function H on S. To this end 
one takes for the surface ~ of the previous section 
the interface S, closed at infinity (if necessary) to 
surround region 1, and notes that the latter part 
does not contribute on account of the radiation con­
dition Eq. (10). This gives an expression like Eq. 
(22), with E = 1: 

G(XIXO) - G\x1xo) = is dx' Hot(x1x')uH(x'xo). (37) 

For the present model, an expression just like this 
but with E = 0 and with HO replaced by HOG holds 
for G in region 2. Approaching now with the point 
Xl the surface S from the respective sides, Eq. (37) 
and its e derivative lead to an integral relation for 
H of the type (29), while its counterpart in region 2 
gives a similar relation for the surface function on 
the other side of S. The continuity of G and T 
implies that 

lim H(xxo) = lim H(xxo). (38) 
x-x int x ...... £ in2 

One therefore has 

!H(xxo) - HO(xxo) = f dx' L(xx')oH(x'xo) , (39) 
s 

The minus sign in Eq. (40) corresponds to the fact 
that the normal n, is directed inward for region 2. 

Obviously, neither Eq. (39) nor (40) alone suffices 
to determine H. Together, however, they fully ac­
count for the wave equation in regions 1 and 2 
and for the boundary conditions. The set (39) and 
(40) must, therefore, have a unique solution. Mathe­
matically speaking, the ambiguity of the solution 
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of either (39) or (40) can be traced to the singu­
larity, at the point x' = x, of the kernel L, in 
particular of the matrix element QO of L which, as 
seen from Eq. (32), contains second derivatives of 
the singular function (fl. This necessitates the use 
of the limiting process defined by Eq. (28). 

I will now show that a unique method exists to 
eliminate these divergencies, while preserving the 
general character and symmetry of the equations. 
To this end I cancel the strong singularities of QO 
at any point of S by subtracting an appropriate 
linear combination of matrix elements of QOa. This 
defines a matrix B(x) such that the expression 

Q~j(xx') - Bik(X)Q~;(xx') (41) 

is free of strong singularities. I now take the cor­
responding linear combinations of Eqs. (39) and (40) 
and obtain 

A "(x)H(xxo) - HO(xxo) = is dx' K"(xx')uH(x'xo), 

(42) 
where 

= is dx Ht(Xli)(AU(i) - AU(x»uH(ixo). (49) 

It was argued earlier that reciprocity, i.e., the 
validity of Eq. (49), should be a consequence of 
the integral equations for H. This would be the 
case if Eq. (49) could be replaced by the stronger 
relation: 

is di' (KU(ii') - K"\ii'»uH(i'xo) 

= (A UCi) - A"(i»H(xxo), (50) 

from which Eq. (49) follows by multiplication with 
Ht(XIX)U (with x, arbitrary) and integration. Indeed 
Eq. (50) is the necessary and sufficient condition 
that Eq. (42) can be symmetrized, giving 

A(i)H(ixo) - HO(ixo) = is di' K(ii')uH(i'xo), 

(51) 
where 

Aii(i) = H20ij + Bii(i) + Bii(i)] (52) 
and 

K"(xx') = L(xx') - B(x)L'(iX') 
and 

(43) K(ii') = L(xi') - ![B(i)La(ii') + L"(ii')B(x')]. 
(53) 

(44) 

In Eq. (42), the integral is the principal value, i.e., 

1 dx' = lim 1 dx'. 
S 8 0 -0 8-8 0 

(45) 

The integral equation (42) does not have the sym­
metry suggested by Eq. (39), because K" is not 
invariant under conjugation: 
K"t(xx') = L(xx') - L'(xx')B(x') ,c K"(xx'), (46) 

and, moreover, the matrix A" is in general not 
symmetric, AU,c AU (_ indicates transposition). 

Substitution of HO from Eq. (42) in Eq. (23) gives 
d(x,xo) - Got(x,xo) 

Expressions for G and Gt similar to (47) and (48), 
but derived from Eq. (51) are, obviously, identical. 
I will assume in the following, on physical rather 
than on mathematical grounds, that Eq. (50) is valid. 

The derivation of the integral equation (51) was 
the purpose of this section. It will not be attempted 
here to prove that it has a unique solution. Its 
structure is, however, analogous to the integral equa­
tions for the electromagnetic case,3 apart from the 
fact that there B is proportional to the unit matrix, 
so that symmetrization is not necessary. A unique­
ness proof for that case can be found in Ref. 3. 

S. THE VARIATIONAL PRINCIPLE 

The integral equation (51) and its conjugate can 
be obtained from the following variational principle: 

-is dx is dx' H\x,x)uK"(xx')uH(x'xo) 

+ 1 dx Ht(X,X)A"(x)uH(xxo). (47) oX[H(ixo), H\x,i)] = 0, (55) 
s 

One can similarly derive the conjugate equation 

G(X,XO) - (fl(x,xo) 

= - is dx is dx' H\x,x)uK"\xx')uH(x'xo) 

+ is dx Ht(x,x)A"(x)uH(xxo). (48) 

On account of the reciprocity relations, Eqs. (47) 
and (48) must be the same. Consequently, one has 

is dx is dx' HtCx,x)u(KUCxx') - KU\ii'»uHCi'xo) 

where 

X[H, Ht] = (I HotuH)(1 HtuHO) 

X [II HtuKuH - I HtAuH J'. (56) 

H(xxo) and Ht(Xli) are two functions of x which 
are varied independently; arguments are to be in­
serted in (56) as usual. This result is obtained as 
follows. The coefficients of oHtu in Eq. (55) gives 

AH - EHo = I KuH, (57) 
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E = [J J HtuKuH - J HtAuH J/ J HtuHo. 

(58) 

E is a constant, i.e., depends only on the parameters 
Xo and Xl' The solution of Eq. (57) is E times the 
solution of Eq. (51). Equation (58) is also obtained 
as a consequence of Eq. (57) by multiplying with Ht u 

and integrating. Therefore E is an arbitrary normal­
ization constant. It will be clear that the existence 
of a variational principle of the form (56) hinges 
on the validity of the symmetrized integral equa­
tion (51). 

The variational principle given by Eqs. (55) and 
(56) is a generalization of the variational principle 
of Levine and Schwinger,o which applies to diffrac­
tion of scalar waves (e.g., sound waves in a liquid) 
by an aperture in an infinite plane screen. The 
importance of this variational principle lies in the 
fact that the stationary value of X is precisely the 
quantity in which one is normally interested. This 
follows from the fact that X is homogeneous of 
degree zero in Hand Ht, making it independent 
of normalization, and from the fact that Eq. (57) 
with E = 1 leads to Eq. (37) which gives, using 
Eq. (58), 

X stat [H, Ht] = G(xlXO) - GO(xlxo). (59) 

This makes Eq. (56) ideally suited for approximate 
calculations of G(X1XO) - GO(xlXO), because it is the 
quantity least sensitive to errors in Hand Ht. 

6. ISOTROPIC SOLIDS 

The elastic coefficients of an isotropic solid are 
given in terms of the Lame coefficients A and p. by 

ei, .po = AOi; opa + p.( Oi"O,o + 0. 0 0,1')' (60) 

The free Green's function an is given by7 

(f,,(xx') = (47rp,lr J [oiojR-l(e-ik.R _ e-·kpR) 

- k; oijR-le -.k.R], (61) 
where 

(62) 

k; = w
2 Ie; = pw

2 /(A + 2/-1), (63) 

k; = w
2lc; = pw2//-I. (64) 

The singular part of GO is 

G~j ~ (47rR3 )-1(1I+o ijR2 + 1I-"R iR,), (65) 

where 
(66) 

From this one finds, using Eq. (32), the following 
expression for the singular part of QO: 

Q~i(ii') ~ -/-I2(47rft5)-1[2(11_ - 1I+)0;,ft2 

+ (11+ - 311_)(3b,ift, + 2ft2n in,)]. (67) 

On a frame of reference with z axis parallel to the 
normal in the point X, the unwanted singularities 
reside in the diagonal elements of QO, and are given by 

Q~ = p.(47rb,3)-1[1 + !A/(A + 2/-1)], (68) 

Q1 = /-I(47rb,3)-1[1 + A/(A + 2/-1)]. (69) 

Consequently the matrix B(x) of Eq. (41) is equal to 

B.k(x) = I'll O'k + ('}' J. - 'Y1l)n.nk, (70) 

I'll = Q~/Q~a, 'YJ. = Q1/Qo~. (71) 

I'll and I' J. are constants; the x-dependence of B 
comes from its dependence on the normal n, in the 
point i. 

The equations for an isotropic solid can be con­
siderably simplified by using an isotropic source 
function, i.e., radially directed forces distributed 
uniformly over a small sphere with center Po. Av­
eraging Eq. (22) over this force distribution is equiv­
alent to taking the divergence; 

Gi(X1XO) = o~G,,(X1XO)' (72) 

with similar relations for GO(xlxo) and H(x'xo). From 
Eq. (61) one finds for the average free Green's 
function 

G~(xx') = o;G~,(xx') = (A + 2/-1)-loi(e- ikpR/R). (73) 

The resulting equations are not invariant under 
conjugation. This invariance is restored if one also 
takes the divergence with respect to the first index, 
in the point Pl' This amounts to calculating only 
the spherically symmetric or p-part of the wave 
arriving in PI' just as the averaging (72) generates 
only a p-wave. With this the free Green's function 
becomes a scalar quantity, i.e., 

GO(xlxo) = - P"/(A + 2p.)-2e-ik
p

R IR (74) 

and Eq. (22) becomes 

G(x1XO) - GO(x1xo) = i di' B~\Xli')uB.(i'xo). (75) 

B; follows from the average of Eq. (51) (with respect 
to the second index only). The kernel K remains 
therefore unchanged, but H~,(ixo) is replaced by 
n~(xxo). In Eq. (56), finally, the denominator is 
unchanged except that the unknown tensor H is 
now a vector quantity, while the numerator is 
drastically simplified because n° and nOt contains 
only p-waves. I want to emphasize that the equa­
tions thus obtained are not approximations, but 
give the exact relation between a p-wave emitted 
at Po and the p-part of the refracted wave arriving 
at Pl' 

7. LIQUIDS 

Although a displacement field in a liquid is most 
conveniently described in terms of a scalar potential, 
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the present formalism can also be directly applied. 
if is obtained from Eq. (61) by taking the limit 
p. ~ 0, assuming that a small imaginary part causes 
the exponential in k. to vanish. This gives 

If.~(XX') =-'(pw2rlaia~I{'(X - x' , (76) 
where 

(77) 

with 

(78) 

<p is the Green's function of the Laplace wave 
equation, 

aia.1{' + lc 21{' = - o(x - x'). (79) 

It is convenient in this case to use a slightly different 
definition of H given by 

Hi; = [PW;~iJ (80) 

With (76) and (80), L of Eq. (30) takes the form 

(81) 

It follows that T has the direction of the normal, 
T;; = nin"T"j, and that Eq. (39) gives rise to equa­
tions relating only the tension and the normal compo­
nent of G. Indicating the normal component of H 
by the corresponding lower-case letter, 

"'j(ixo) = niHij(ixo), (82) 

Eq. (39) becomes 

hj(ixo) - ,,~O(ixo) 

= f flil LO(ffl)U7Jj(flxo), (83) 

where LO is a scalar quantity given by 

Lo LO [-a .. a~ a,,] = n, ;;nj = I{'. 

a~ 1 
(84) 

Here an is the normal derivative, an = niai. The 
boundary conditions have to be modified, requiring 
continuity of the tension and of the normal compo­
nent of the displacement only. Equation (83) can 
then be combined with an equation similarly ob­
tained from Eq. (40). One sees that the case of 
liquids is anomalous in that the strong singularities 
reside in the first element of LO, i.e., in n;(1:~nj. The 
matrix B defining the linear combination is propor­
tional to the unit matrix, and one obtains 

l(1 + -Y)7Jj(ixo) - 7J~O(£xo) 

= J dx' KO(XX')CT.,,;(£' xo), (85) 

where 
a -ikaRIR 

I{' = e , 

-y = pal p. 

(87) 

(88) 

One can finally take the average for an isotropic 
source, replacing 7Jj by ii, in the same manner as 
for an isotropic solid. One finds 

iiOO(xxo) = e[ ~n111{', (89) 

and, averaging the equation corresponding to Eq. 
(22) (with E = 1) and remembering .the definition 
(80) one has 

pw2(G(X1XO) - GOO(x\xo» 

J d AI _oot( AI) -(-Col ) = x TI XIX (TTI;(; Xo , 
s 

(90) 

with 
(91) 

Equations (86) and (89) are to be used in the 
variational equation. 

8. PULSED WAVES 

The above presentation of diffraction was based 
on harmonic analysis of the source function f i. It is 
sometimes convenient to use a Laplace analysis7 

1(t) = 1~ ds l(s)e-" , (92) 

or to use a presentation in terms of pulsed waves. 
The latter case will be discussed in this section. 

A time-dependent Green's function is here defined 
as a solution of Eq. (6) with the source function13 

j;(xt) = Oijo(x - xo)o(t - to). (93) 

This gives G'j(xtxoto). A time-dependent free Green's 
function, if;; (xtxoto) , is similarly defined with re­
spect to a wave equation with constant coefficients. 

The quantity of physical interest is the causal 
Green's function, defined by the additional require­
ment 

(94) 

An anticausal Green's function will be distinguished 
by a *, and satisfies 

G*(xtxoto) = 0 (t 2:: to). (95) 

From the time independence of the coefficients of 
18 M. Born and E. Wolf, Principles of Optic8 (Pergamon 

Press, Ltd., London, 1959), p. 377. 
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the wave equation, it follows that G is a function 
of t - to. Therefore 

G*(xfxoto) = G(x, -t, Xo, -to). (96) 

The reciprocity theorem for causal Green's functions 
is obtained from Eq. (11) by choosing 

U;ll = Gi~(XtXOto), 

ul2
) = Gi~(XtXltl)' 

(97) 

with tl > to and integrating from to - K to tl + K, 
K > O. Upon substitution from Eq. (6) the term 
involving u vanishes on account of Eqs. (94) and 
(95). Extending the integration over all space one 
obtains 

GH(XltlXotO) = Gfj(xo, -to, Xli -tl)' (98) 

The generalization of the representation theorem, 
Eq. (22), to time-dependent Green's functions follows 
similarly by taking 

This gives 

U;ll = G i~(Xtxoto), 

U;2l = GOi~(XtXltl)' 

G(x1 tlXOtO) - EGO(XI tlxotO) 

where the conjugation t is now defined by 

(99) 

(100) 

Ht(XltIXt) = l1(x, - t, Xl, - II), (101) 

_ meaning transposition of the binary and ternary 
indices. Because of the fact that all quantities depend 
only on the time difference, this is the same as 
interchanging variables and indices and not inter­
changing times. The time integration in Eq. (100) 
can, of course, be just as well extended from - <Xl 

to + <Xl, because the second factor is zero for t < to 
and the first factor is zero for t > h. 

From here on, the development of the foregoing 
sections can be repeated, the difference being that 
(jl and its derivatives, e.g., L, become known func­
tions of time, and that everywhere the integration 
over S is accompanied by integration over a time 
from - <Xl to + <Xl • One still has V = L representing 
the reciprocity. The matrix B(x) is time independent. 
In the variational theorem Hand Ht must now be 
varied as functions of X and t. 

For isotropic solids one finds, from Ref. 7, 

G~;(xtxft') = (41rp)-l {()i{){R-1 

X [D(t - t' - Ric,) - D(t - t' - Ric,,)] 

+ c;2oijR-1o(t - t' - Ric,)} I (102) 

where 

D(x) = 0 

D(x) = x 

(x < 0), 

(x> 0). 
(103) 

Because (jl and therefore also HO and K contain 
only o-functions of time and their derivatives, the 
time integration in both factors in the numerator 
of X, Eq. (56), and one time integration in the 
double integral of the denominator, can be carried 
out. This requires a partial integration and is similar 
to the optical case discussed in Ref. 13. 

A generalization of the Green's function to pulsed 
waves of arbitrary time dependence is considered 
in Ref. 7. Taking the source function 

t.(xt) = o"o(x - xo)g(t - to), (104) 

one can define a Green's function tr by 

G~i(XtxotO) = J dt' Gii(Xtxot~)g(to - t~). (105) 

For the free Green's function one obtains, for an 
isotropic solid,1 using Eq. (102): 

(}~~(xtx't') = (41rp)-1 {aia~R-l 

X [Dq(t - t' - Rio.) - Dg(t - t' - Rlcp)] 

+ c;2oijR- 1g(t - t' - Ric.)}, (106) 

Dq(x) == i'" d~ g(x - ~)~. (107) 

With the one-sided averaging in the definition (105) 
one loses the symmetry ofthe equations, and thereby 
the variational theorem. Symmetry can be restored 
by also averaging the signal arriving in PI, with the 
same shape function get - tl)' This gives 

X[Ii,ItJ = (J EotQun)(J ItuJrQ) 
X [IJ ntuKull - J ItA un Jl, (108) 

where all integrations include time integration. Note 
that the kernel is unchanged. The solution, lIt and 
11, obtained from oX = 0 will be the time average, 

n = no (109) 

and the stationary value of X is =. =0. 
XSt&t. = G - G • (1I0) 
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Potential of the form (gr-4In2 r - gir-a)(J(r - ro) is considered in connection with the applicability 
of peratization technique. The advantage of this potential is the fact that while it is dominated by a 
logarithmic part near the origin, the exact solution of the zero-energy and 8-wave Schriidinger equa­
tion is obtained in a closed form. We show that the peratization technique gives the correct answers. 

1. INTRODUCTION 

I N a previous paper' we have considered a singular 
logarithmic potential of the form gr-4 In2 r. In 

that paper, we have shown that the summation 
of the leading singular terms in each order of the 
perturbation series, where we introduced a cutoff 
parameter, gives a nonsensical answer. Recently, 
Wu/ dealing with a similar problem, pointed out 
that if all the singular terms are summed up, the 
final answer can be made meaningful when the cut­
off A ~ ex>. Unfortunately, since the zero-energy 
and s-wave SchrOdinger equation for both the po­
tential considered by Wu (_gr- 4 In r) and that 
considered by the present authors (gr- 4 In2 r) cannot 
be solved exactly, it is difficult to draw any definite 
conclusion with regard to the applicability of the 
technique of peratization. 

The technique of peratization has recently been 
discussed and applied3

,4 to scattering problems with 
repulsive potential of the form gr -n for g > 0 and 
n > 3, that is a potential which has a singUlarity 
of the pole type at the origin. (More generally we 
have a branch-point type of singularity when n ~ 
integer.) It has also been shown by the present 
authors that peratization technique also gives the 
correct answer for a potential which has an essential 
type of singularity at the origin, i.e., potential of 
the form gr-4(e2

/
T

) + }r-4. In this paper we shall 
discuss the applicability of peratization technique 
for a potential which has a branch-point singularity 
of the logarithmic type at the origin. For this 
purpose we consider a potential of the form 
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sion and the U. S. Air Force. 
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where 

8(r - ro) = 1 for r < ro, 

= 0 for r> ro. 

Our selection of a potential of the form given in 
Eq. (1) is motivated by the following consideration: 
It is the logarithmic term which dominates at the 
origin, since the gfr - a term is less singular, and this 
is what we want. The addition of the gir - a term 
helps in the sense that the Schrodinger equation 
for the potential (1) can now be solved exactly in 
a closed form for zero energy and zero angular 
momentum. On the other hand, the gtr - 3 term does 
not fall sufficiently fast at ex> so as to define phase 
shift at zero energy. To avoid this difficulty, we 
have introduced the 8 function. This is no handicap 
because it is the behavior of the potential near the 
origin that we are interested in studying in connec­
tion with the peratization technique. Since we know 
the exact solution of the Schrodinger equation for 
the potential (1) for zero energy and s wave as 
discussed below, we show by comparing it with the 
one obtained by the peratization technique, that the 
peratization technique does in fact work for the 
potential (1) also. 

2. EXACT SOLUTION 

Let us consider the radials-wave Schrodinger equa­
tion for zero energy for the potential (1): 

d
2
!f (ln2 r g~) 

dr2 - g T - r3 8(r - ro)!f = 0, (2) 

with the boundary conditions 

!fer) -> 0 and !fer) -> r. 

for r < ro 

The exact solution of (2) is: 

!fer) = r exp {g![(ln r + 1)/r] I 
=ar+i3 for r > ro, (3) 

1115 
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which is regular at the origin. The continuity condi­
tions for y,,(r) and dy"jdr at r = ro gives 

_ { l[In r.+ l]}[l i In ro] a-exp g -g--
ro ro 

Assuming that the limit of a (a) as a ~ 0 exists, 
Eq. (9) being of the Volterra type is nonsingular 
when a ~ O. Putting 'lI~2)(r) = F(r) - 1/r, 'lI~1)(r) 
and F(r) satisfy the integral equations 

) 1100 (4 'lI~Il(r) = I - - y dy (r - y)V(y)'lI~Il(y), 
From (3) and (4) it follows that the zero-energy r r 

fJ = exp {gi(In ro + l)jro] I gi In roo (12) 

scattering amplitude is given by 

a = glIn ro(I - gl In ro/ror' . 
1 1100 F(r) = - - - y dy (r - y) V(y)F(y). 

(5) r r. 
(13) 

3. SOLUTION OBTAINED BY PERATIZATION 

Let us now apply the peratization procedure to 
Eq. (2) in order to get a (the zero-energy scattering 
amplitUde). For this purpose we shall follow the 
method which Khuri and Paisa used in connection 
with the inverse-power potential. Introducing 

From (12) it follows that 

'lI~1l = A exp {g{ In r r+ I]} 
+ B exp { !J)g{In r r+ 1 ]}L(r) , for 

'lI(r) = (l/r)y,,(r), (6) 'lI;1l = 1, for r > ro, (14) 

and regulating the potential by introducing a param­
eter a, the regulated wavefunction 'lI(r, a) is written 
as 

'lI(r, a) = 'lI1(r, a) + 'lI2(r, a), (7) 

where 'lI l satisfies a singular integral equation for 
a ~ 0 while 'lI2 satisfies a regular integral equation 
for a ~ O. These integral equations are 

11'" 'lI1(r, a) = -- y2 dy V(y, a) 
r 0 

where 

l ' 1 { [In r' + I]} L(r) = < rJ2 exp -2g1 r' dr', 

~ being an arbitrary point. The continuity condi­
tion for 'lI~ll(r) and d'll;ll(r)ldr at r = To gives 

A = exp {- g![(In To + 1)/ro]} - BL(ro), 

B = gf In ro exp {g![(ln ro + l)lro]}. (15) 

X ['lII(Y' a) + 'lI2(y,a)], (8) From Eq. (13) it follows that: 

F(r) = A' exp {g{ln r r+ I]} 1100 'lIir, a) = 1 - - y dy (r - y)V(y, a)'lIl(Y' a) 
r r 

1100 - - y dy (r - y) V(y, a)'lI2(y, a). 
r • 

(9) 

For a ~ 0 there exists always a solution of Eq. (8) 
and is given by 

'lII(r, a) = a(a)/r, (10) 
where 

a(a) = - {' y2 dy V(y, a) 

X ['lII(Y, a) + 'lI2(y, a)], (11) 

which is the zero-energy scattering amplitude. 
Substituting (10) in (9), we obtain a Volterra type 

of equation for 'lI2' the solution of which we write 
in the form 

'lI2(r, a) = 'lI~l)(r, a) + a(a)'lI~2)(r, a). 

+ B' exp {g{In r r+ 1 ]}L(r) for r < ro 

= l/r for r > roo (16) 

The continuity condition for F(r) and dF(r)/dr at 
r = ro gives 

A' = ~exp{_g{Inr~o+ I]} - B'L(ro), 

B' = exp{g{lnr~o+ 1J}(gt ~:o -1). (17) 

Using the expression 

_ l' - f: y2 dy V(y, a)'lI~l)(y, a) 
a - 1m 00 2 (2) , 

,,~O 1 + J .. y dy V(y, a)['lI2 (y, a) + l/Y) 
we get 

(18) 



                                                                                                                                    

SCATTERING BY SINGULAR LOGARITHMIC POTENTIAL 1117 

Taking the leading singularities both in the num­
erator and the denominator we get 

a = -BIB', 

which because of (15) and (17) reproduces the exact 
result (5). 

In conclusion we can say that the peratization 
technique can be applied to a special type of singular 
potential of logarithmic type. As it was shown to 

JOURNAL OF MATHEMATICAL PHYSICS 

apply also for other special cases like potentials 
having poles3

•
4 or essential singularity 5 at the origin, 

we may conjecture that the peratization technique 
can be applied to all singular potentials independ­
ently of the nature of the singularity at the origin, 
provided the potential must be sufficiently singular 
at the origin and have some good behavior at infinity. 

6 H. H. Aly, Riazuddin, and A. H. Zimerman, Nuovo 
Cimento 35, 324 (1965). 
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Several relationships for Feynman's functional integrals are derived. From these relationships, we 
construct two different schemes for approximating Feynman's functional integral. The methods of 
approximation are expected to converge sufficiently rapidly in many cases so that only the lowest 
orders of the approximation are required to give reliable answers. 

I. INTRODUCTION 

I N his Princeton dissertation of 1942, Feynman 
introduced a new formulation of nonrelativistic 

quantum theory.} This formulation is different from 
that of SchrOdinger or Heisenberg. However, because 
of the great difficulty in evaluating the functional 
integrals, there are only a few applications of the 
Feynman formalism. 

It is the purpose of this paper to derive some 
relationships among the functional integrals. From 
these relations we will construct two approximation 
schemes. The approximation schemes are not based 
on an expansion about a coupling constant and, 
therefore, are expected to be useful in strong inter­
actions. These approximation schemes are expected 
to converge very rapidly since we have kept the 
predominant contributions to the functional in­
tegrals. The solution becomes exact as the order 
of the approximation goes to infinity. 

We have constructed one of the approximations 
to give correct answers for harmonic potentials 
[i.e., VeX) = a + AX+ tm;x2] in all orders of 
the approximation scheme. In a future paper, this 
method will be applied to the solution of the func­
tional integrals that arise for the matrix elements 

I R. P. Feynman, Rev. Mod. Phys. 20, 367 (1948). 

in field theoretic calculations and will be shown to 
yield the exact answer in all orders of the approx­
imation for noninteracting fields. Also, since we are 
keeping the predominant contribution to the func­
tional integrals, it is expected that these integrals 
will converge very rapidly and hence give reliable 
answers for the first few terms of the approximation 
for interacting fields. 

There is an integral which is closely related to 
the Feynman integral; it is called the Wiener in­
tegral. 2 In fact the Feynman integral is in many 
cases defined in terms of the Wiener integraLS There 
have appeared in the literature various approxima­
tions of the Wiener integral and hence the Feynman 
integral. 

The first such results were given by Cameron.4 

He has constructed two possible numerical integra­
tion rules which are based on approximating the 
functional of interest by a finite series of trigono­
metric functions and replacing the infinite-dimen­
sional integral by a finite-dimensional one. One of 
Cameron's methods which he calls his rectangular 
rule consists of constructing a sequence {I .. } where 

2 See for example 1. M. Koval'chik, Russian Math. Sur­
veys 18, NO.1, 97 (1963) or G. E. Shilov, Russian Math. 
Surveys 18, No.2, 97 (1963). 

3 R. H. Cameron, J. Math. and Phys. 39, 126 (1960). 
• R. H. Cameron, Duke Math. J. 18, 111 (1951). 
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veys 18, NO.1, 97 (1963) or G. E. Shilov, Russian Math. 
Surveys 18, No.2, 97 (1963). 
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• R. H. Cameron, Duke Math. J. 18, 111 (1951). 
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I" is an n-dimensional integral. For reasonably well­
behaved functions, lim"_a> I" will be equal to the 
Wiener integral. Unfortunately the limit is not 
approached very rapidly, which makes his rectang­
ular rule rather impractical. 

By making a slight modification in his rectangular 
rule he constructs hi~ other approximation sequence 
{J n} which he calls his "Simpson rule." This se­
quence converges much more rapidly. In fact, for 
third-degree polynomial functionals, J n is exact for 
all n. Therefore, the first few terms of the Simpson 
rule should give very reliable results if the functional 
can be approximated sufficiently well by a third­
degree polynomial. 

Vladimirov has also constructed an alternate ap­
proximation scheme which corresponds to replacing 
the Wiener integral by a sum.5 The parameters in 
the sum are chosen in such a way to give exact 
equality for polynomial functionals of degree three, 
for odd functionals, and also for functionals of the 
form 

where U(Sl' S2) is an arbitrary function of bounded 
variation. Vladimirov's formula is more accurate 
than Cameron's Simpson rule. However, both 
Cameron's and Vladimirov's methods applied to 
most problems of physics should be very poor be­
cause the functional of interest is of the exponential 
type and consequently is poorly approximated by 
a polynomial function of degree 3. 

Gel'fand and Chentsov6 have approximated the 
Wiener integral by a finite-dimensional Stieltzes 
integral of sufficiently high multiplicity, and eval­
uated it by a Monte-Carlo method. 

Rosen7 has approximated the Feynman integral 
by taking a subset of the paths and consequently 
gets the Green's function which is correct to lowest 
orders of the time. 

The motivation of this work is based on Cameron's 
paper.4 In this paper he derived a relationship for 
Wiener integrals called the mixed integration form­
ula, which expressed them as multiple integrals, 
where one of the integrals is again a Wiener integral. 
In this paper we derive an analogous mixed integra­
tion formula for Feynman integrals and using the 

• v. S. Yladimirov, Uspekhi Mat. Nauk 15, No.4 (94), 129 
(1960). 

61. M. Gel'fand and N. N. Chentsov, Zh. Eksper. Teoret. 
Fiz. 31, 1106 (1956) [English trans!': Soviet Phys.-JETP 4, 
945 (1957)]. 

7 G. Rosen, J. Math. Phys. 4, 1327 (1963). 

stationary-phase methodS construct an approxima­
tion for Feynman integrals. 

The arrangement of the paper is as follows: In 
Sec. II, a brief review of Feynman's formalism of 
quantization is presented. The definition of Feyn­
man's funotional integral and its relation to the 
Green's function of the Schrodinger equation is 
given. In Sec. III, we discuss an alternate method 
of the formulation of Feynman functional integral. 
Instead of partitioning the particle trajectory into 
polygonal paths and integrating over the endpoints 
as was done by Feynman,l we expand the particle 
trajectory into a complete orthonormal set and then 
integrate over all the coefficients of the orthonormal 
expansion. By varying the coefficients we obtain the 
set of all possible paths. With the aid of this latter 
formulation of Feynman integrals in terms of an 
orthonormal expansion we easily get Cameron's 
mixed integration formula. 4 The free-particle ap­
proximation is the derived in Sec. IV with the aid 
of Cameron's mixed integration formula and the 
method of stationary phases. The free-particle ap­
proximation is constructed to give the correct answer 
for potentials of the form Vex) = a + bX. Since 
the major contribution to the functional integrals 
comes from the classical path it is expected that 
the first few terms of the free-particle approximation 
to give reliable answers for other potentials. To show 
that this is indeed the case we will solve an example 
with a potential of the form Vex) = !mw2x2

• In 
Sec. V, we improve the free-particle approximation 
so as to give better results. We call this improved 
procedure the "harmonic-oscillator approximation." 
The harmonic-oscillator approximation gives the 
exact results in all orders of the approximation for 
potentials of the form V (x) = a + bx + cx2

• For 
other potentials it is expected to give reliable results 
for the first few terms of the approximation. The 
reason for this is the same as given for the free­
particle approximation. Section VI is a summary and 
discussion of the results. 

n. THE FEYNMAN FUNCTIONAL INTEGRAL 

In the Feynman approach to nonrelativistic quan­
tum mechanics, the basic idea of a wavefunction 
is maintained. Instead of solving the SchrOdinger 
equation to obtain the wavefunction of the system, 
a new postulate is introduced. In this formulation, 
the Green's function K(x, tj Xo, to) connecting the 
wavefunction if;(x, t) at time t, with the wavefunction 
if; (xo, to) at an earlier time to is given by an average 

8 R. Abe, Busseiron Kenyo, No. 79, 101 (1954). 
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over all real continuous paths connecting the space­
time points (x, t) and (xo, to) multiplied by a normal­
ization factor in order to insure unitarity of the 
wavefunction. All ~ontinuous paths are assumed to 
be equally probable in magnitude, but the contribu­
tions to K (x, t; xoto) differ in phase by an amount 
proportional to the action. Therefore, if we know 
the initial wavefunction 1/t(xo, 0), the wavefunction 
at a latter time, t, is postulated to be 

1
+<0 

1/t(x, t) = _<0 K(x, t; x', O)1/t(x' , 0) dx' , (1) 

where the Green's function kernel is given sym­
bolically by 

K(x, t; xo, 0) 

= ~ J exp {~L L[i(r) , x(r)] dr}o[X(r)], (2) 

with 

L[i(r), x(r)] = !m[;i;(r)]2 - V[x(r)]. 

The variable x(r) is the continuous path that goes 
from x(O) = Xo to x(t) = x in a time, t. This path 
is arbitrary and not restricted by the equations of 
motion. 1/ N is a normalizing factor introduced to 
insure unitarity of the wavefunction. As a conse­
quence of unitarity, K(x, t; xoto) must satisfy the 
integral equation 

K(x, t; xo, to) 

1
+<0 

= _'" K(x' , t';xo, to)K(x, t;x', t') dX'. (3) 

This condition will determine the normalization con­
stant l/N. The integration J o[x(r)] is meant to 
imply that the integration is taken over all real 
continuous functions x(r) for 0 ~ T ~ t satisfying 
the boundary conditions x(O) = Xo and x(t) = x. 
The meaning of the symbolic notation is as follows: 
Partition the interval [0, t] into n points TO = 0, 
TI, T2, ••• , Tn = t and let 

L L[i(r) , x(r)] dr 

~ {I (x r - X r _ 1)2 V( )}( ) 
= £...J -2 m (_ )2 - Xr rr - rr-I . 

,.=1 'Tr Tr-l 
(4) 

Then substitute Eq. (4) into Eq. (2) and integrate 
over each X r from - (Xl to + (Xl except for the end 
points X and X 0 which are kept fixed. Then we 
take the limit as n ~ (Xl. If we use Eq. (3) to solve 
for the normalization constant, then Eq. (2) can 
be written as 

K(x, t; x~O) 

= lim (im )n12 [r,(T2 - rl)( .. ·)(rn - Tn_I)]' 
n_'" 2"h 

X 1 +<0 1+<0 {i ~ [1 (x r - X r _l)2 ... exp -£...J -m 2 

-'" -<0 h r~1 2 (Tr - Tr-l) 

- V(Xr) ]crr - Tr-l)} dXl dX2 .,. dXn-l' (5) 

We note immediately that Eq. (5) is not well de­
fined. The integrals are over rapidly oscillating func­
tions and will not, in general, converge. In order 
to assign the integrals a definite meaning, one must 
resort to certain devices, such as letting h have a 
small negative imaginary part to insure convergence, 
which is allowed to go to zero after the integration 
is performed. 

For our purpose, Eq. (2) can be expressed in a 
more convenient form if we make the change of 
variables 

x(r) = Xo + (x - xo)r/t + yeT), (6) 

where x(O) = Xo and x(t) = x. The function yeT) 
has the boundary conditions 

yeO) = yet) = O. 

With this change of variables, Eq. (2) becomes 

K(x, t; Xo, 0) 

im(x - XO)2 1 J (i 1'{ 1 .)2 = exp 2ft! N exp h 0 2 my( r 

- V[xo + (x - Xo) f + y(T)]}dT)o[y(r)], (7) 

where the functional integral is taken over all con­
tinuous paths y(r) in the interval (0, t) such that 
yeO) = yet) = o. 

III. ALTERNATE FORMULATION OF THE 
FUNCTIONAL INTEGRAL 

The evaluation of Eq. (5) is usually very difficult. 
Davison,9 Burton and deBorde,lO and Daviesll have 
considered a different approach. They carried out 
the calculations of these integrals by representing 
the set of all continuous paths going from Xo to x 
in a time t in terms of a complete set of orthogonal 
functions. They calculated the action integral in 
terms of the orthogonal expansion and then in­
tegrated over the coefficients of the expansion, there­
by taking into account the contribution of all 
continuous paths. 

e B. Davison, Proc. Roy. Soc. (London) A225, 252 (1954). 
10 W. K. Burton and A. H. de Borde, Nuovo Cimento 2, 

197 (1955). 
11 H. Davies, Proc. Cambridge Phil. Soc. 53, 199 (1957). 
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Let {tP n(z)} be a complete set of orthonormal func­
tions in the interval 0 < Z < 1 such that tPo(z) = 1. 
Then, yet') can be expanded in terms of tP,,(t' /t) 

(27rft)! 0> (I') y(/') = - L a .. tPn - . 
mt .. -0 t 

(8) 

Although this method is valid for an arbitrary com­
plete set {tP .. (Z)} of orthonormal functions such that 
tPo(z) = 1, we will consider the case where 

where 

(47rft)t ~ (l7rT) mt f::t al cos -t- (l1a) 

and 

( ) (4ftt)! ~ a l . (l7rT) Y T = - £..,. - sm - . 
n m7r 1-1 l t (lIb) 

The exponent in Eq. (11) expressed in terms of the 

tP .. (Z) = v2 cos (n7rz) for n ~ 0, 

tPo(z) = 1. (9) 
expansion is 

The expansion of yeT) is then obtained by integrating 
Eq. (8) subject to the boundary condition that i it L[· () ( )] d 
yeO) = yet) = 0 

( ) (4ftt)! ~ an . (n7rT) y T = - £..,. - sm - . 
m7r .. -1 n t 

(10) 

By varying the coefficients an, we can obtain the 
set of all possible paths. 

In analogy to the paper by Davison, Eq. (7) can 
be expressed in terms of the orthonormal set given 
in Eq. (9) as 

h- ° y .. T , Y .. T T 

= ~ L Itmy2 - V[x + (x - xo)r/I + yeT)]} dT 

= i7r i: a! - ~ l' v[x + (x - Xo) !. 
n-1 tot 

+ (4ftt)! ~ an . n7rT] d - £..,.-sm- T. 
m7r n-1 n t 

(12) 

K(x, ti xo, 0) = exp (im(x 2~ xo)2)(2:ftJ 
Using Eqs. (11) and (12), K(x, ti Xo, 0) can be 

(11) expressed as 

X ~~ i~O> ... i~O> i-in 

I[V(y)] = lim In[V(Yn)] 
n~o> 

and 

Ko(x, ti xo, 0) = (2:ftY exp [im(x2~ xo)2]. 

It can easily be shown that Ko(x, ti xo, 0) is just 
the free-particle Green's function. Equation (13) is 
not well defined since the integrals do not in general 
converge. To make it well defined, we will let a, 
in Eq. (13) have a small positive imaginary part 
in the exponent to insure convergence, and then 
after we are finished integrating, let it go to zero. 

We have now reduced the calculation of the 
Green's function to solving for I[V(y)]. For all but 
the simplest kind of potentials, this is still very 
difficult to do. We could approximate I[V(y)] by 
the nth term of its sequence In[V(Yn)]. The result 
is in general very poor since the convergence of 

K(x, ti Xo, 0) = Ko(x, ti Xo, O)I[V(y)], (13) 

where 

the sequence is very slow. However, by modifying 
I .. [V(Yn)] we can obtain a sequence that approaches 
its limit faster than before. In fact, it will give the 
exact answer for all n when the potential is of the 
form Vex) = a + },.x + !mw2x2 where a, },., !mw2 

are constants. However, before we can do this, we 
must derive the mixed integration formula 

1 f+O> f+O> [ • ] I[V(y)] = ~ ... exp i7r L r! 
('/,) -0> -0> n-l 

X I {V[y - y. + f.Wll d!;1 .. ·dr. , (14) 

where 

f.W = (4ftt)l t II sin (l7rT) (14a) 
m7r 1-1 l t 

and p is an arbitrary positive integer. 
To prove Eq. (14), we let p be a given positive 
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integer and rewrite I .. [V(y .. )] in Eq. (13) when n > 11 in the form 

I .. [V(y .. )] = i:'" ... i:'" dtl ... dt. ii. exp (i~ ~ t~) i:'" .. , i:'" i-!<n-.l 

X exp {i~ :t a~ - ~h' l' v[x + (x - Xo) ! + Vt.W + y .. - y,] dT} da'+1 ... dan. (15) 
l-.+1 0 T 

We have just changed the name of the first 11 terms of al to tl which does not affect the results. Since 

i:'" ... i:'" ii. exp (i~ j; a7) da1 ... da, = 1 

and 

{ 
T (4ht)l 

V[x + (x - xo)T/t + Vt,W + y .. - y,] = V x + (x - xo) t + ;;;;. 

X [t tl sin (~lT) + :t a, sin (2~T)J} 
i-I 1 t i-,+1 1 t 

is independent of al> a2 , ••• , a., Eq. (15) can be written as 

In[V(Yn)] = (_iyI2 i:'" ... J dtl .,. dt. exp (i~ j; t7) i:'" .,. i:'" i-in 

X exp {i~ t. a7 - i/h l' V[x + (x - Xo)T/t + 1/I,W + Yn - Y.] dT} da1 ... dan 

= (_iyI2 i:'" .. , J exp (i~ j; t~)In{ V[Yn + 1/I,Ct) - y.Jl drl ... dt.. (16) 

By taking the limit of Eq. (16) as n ~ co and 
interchanging the order of integration with it, we 
obtain 

I[V(y)] = (_i)'/2 i:'" ." i:'" exp (i~ ~ t7) 

X I{ V[y + Vt.(t) - y.]} dtl ... dt,. (14) 

When I[V(y)] exists, there is no difficulty in inter­
changing the limit and order of integration. 

The mixed integration formula (14) can be used as 
a starting point for various approximations to I[V(y)] 
or K(x, t; Xo, 0). In Secs. IV and V, we will construct 
two such approximation methods starting from 
Eq. (14). 

IV. FREE-PARTICLE APPROXIMATION 

In this section, we use the mixed integration 
formula and the stationary-phase approximation to 
find a new sequence I~[V(y)] which in the limit as 
11 ~ co will equal I[V(y)]. The convergence of this 
new sequence will in many cases be very rapid, so 
that we may get very reliable results in approxima­
tion I[V(y)] by the first few terms of the sequence 
I~[V(y)]. In fact, 

I~[V(y)] = I[V(y)] (17) 

for all positive integers 11 if the potential is of the form 

Vex) = a + AX, (18) 

where a and A are constants. 
In constructing the sequence I~[V(y)], we must 

make use of the stationary phase approximation 
developed by Abe.s So before proceeding further, 
we will outline the main steps in using the stationary 
phase approximation on I[V(y)]. 

Looking at Eq. (11), we notice that since h is 
small, the exponential function eilfrS

, where S is the 
action, oscillates extremely rapidly even for small 
changes in S. Therefore, the contributions of the 
neighboring trajectories will, in general, mutually 
cancel, making only a small contribution to the value 
of the integral. The largest contribution to the 
integral will come from that trajectory which causes 
S to change the most slowly, i.e., oS = O. But this 
last condition determines precisely the classical tra­
jectory. Expanding the action S[x(t)] about the 
classical trajectory x·(t), we have 

S[x(t)] = S[x·(t)] + !02S[X·(t)] + .,. . (19) 

Keeping only the first two terms of this expansion, 
we obtain the result 

I[V(y)] ~ (~y exp (~1' /!m[yO(T)2] 

- V[xo + (x - Xo)T/t + y·(t»)) dT) , (20) 
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where 

m d2yO(r)/d72 
= -aV(yC)/ay·, 

y·(O) = yOU) = 0 (21) 

and D is determined by the differential equation 

md2D/dt2 = -Da2V/ay·2 

with the boundary conditions 

D(O) = 0, dD/dt 1,-0 = 1. (22) 

It has been shown that the stationary phase 
approximation will give the exact results for I[V(y)] 
in Eq. (20) if the potential is either constant, linear, 
or quadratic functions of y!2 

In this section, we seek to find a method of ob­
taining the correct solution to Eq. (13) for all 
potentials of the form Vex) = a + AX. We see that 
this is possible if we approximate I{ V[y-y,+tf,(t)]} 
in the right-hand side of Eq. (14) by 

I{ V[y - y, + tf.(t)]} 

~ exp (i/h)S, (V[yO - y~ + tf,W II , (23) 

where 

Sc{Y· - y~ + tf.W I 

= h1r i: b~ - l' v[x + (x - Xo) -t
7 

n=v+l 0 

+ tf.W + (4ht)t i: bn sin n1r7] d7 (24) 
m1r ,.-.+1 n t 

and the b" is determined from the set of equations 

o = 2h1rb,. - ~ l' v(x + (x - Xo) I. ab,. 0 t 

+ (4lit)t ~ b" . n1r7) d - £..J-sm- 7. 
m1r n-l n t 

(25) 

These bi are just those coefficients of the expansion 

X(7) = X + (x - xo) f 
+ (

4ht)t ~ b" . n1r7 - £..J- sm -
m1r n-l nt' 

(26) 

which make X(7) the classical path for a particle 
in a potential Vex) and satisfying the boundary 
conditions x(t) = x, x(O) = Xo. 

That is instead of finding the bi by the relations 
given in Eq. (25). We could have obtained the 
classical path from the equation 

rruJ,2x/d72 -aV(x)jax (27) 

11 C. Morette, Phys. Rev. 81,848 (1951). 

satisfying the boundary conditions 

x(O) = Xo, x(t) = x'. 

Then the bi could be found by expanding yO 
[x· - x - (x - Xo)7/t] into the Fourier series 

(
4ht)t ~ bn • n1r7 - £..J- sm -· 
m1r .. -1 n t 

(28) 

To obtain the free-particle approximation, we sub­
stituted Eq. (23) into the right-hand side of the 
mixed integration formula of Eq. (14) and obtained 
the sequence 

I~[V(y)] = (- i)'!2 L:'" ... r+: dtl ... dr. 

x exp (i1r t t;) exp {~ { !m(yC)2 d7 

- ~ { V[ x + (x - xo) ; + tf,W + yO - y:] dt} 

(29) 

where yO is given by Eqs. (28) with the bi determined 
by Eq. (25). Notice that for all " > 0 

I~[V(y)J = I[V(y)] (30) 

if the potential is of the form 

V = a + AX. (31) 

This is true since Eq. (23) is exact for potentials 
of this form and, therefore, the mixed integration 
formula with Eq. (23) in its right-hand side is exact. 

For other potentials, we have 

I[V(y)] = lim I~[V(y)]. (32) 

This is true since when we take the limit as " ~ CD 

of Eq. (24), then the potential becomes 

lim V[x + (x - Xo)t/7 + tf.W + yO - y~] 

= V[x + (x - Xo)t/7 + tf",(t)]. (33) 

The potential is independent of the coordinate y, 
hence the classical path y·(t) with the boundary 
condition yOH = yO(O) = 0 is yO(t) == O. Therefore, 

S. = - { V[x + (x + xo)T/t + tf.Wl dt (34) 

and Eq. (29) becomes in the limit as ,,~ CD 

lim I~[V(y)] 1+00 .. ·1+'" exp '£ 
_00 _'" h 

X { V[x + (x - Xo)7/t + tf",W] d7 

(. ~ 2) d!:l d!:2 dr; '" 
X exp ~1r f=: tl (i)1/2 (i)'/2 ... (i)l/z' (35) 
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Comparing Eq. (35) with Eq. (13), we see that Taking the limit JI --7 0) of Eq. (40), we get 

I[V(y)] = lim I~[V(y)]. (36) I[V(y)] = lim I~[V(y)] 

The advantage of this new sequence I~[V(y)] is 
that it is expected to converge very rapidly since 
the classical path makes the greatest contribution 
to the integral. 

As a matter of illustration, we will let 

(37) 

and calculate I~[V(y)] from Eq. (29). From Eq. (A5) 
in the appendix, we see that the classical path y. 
that goes in Eq. (29) is 

C( ) _ ~ (WT)2 ~ [xo - (-Itxj . (n7rT). 
y T - £.... 3 2 2/ 2 2) sm 

7r 7r n-y+l n (1 - W T n 7r t 

Therefore, (i/h)Sc in Eq. (29) becomes 

i S imt [ w
2 

( 2 2)J h • = Tn -"3 x + xXo + Xo 

_ imw4t3 t [x2 + x~ - 2xxo( -It] 
h7r4 

n-y+l n 2[n 2 
- (wt/7r)2] 

y [( 2t
2
) +iL: 7r-

W22t! 
n-l n 7r 

- (::r(4~~y[x - (-Itxo]tn} (38) 

Substituting this into Eq. (29), we get 

I~[V(y)] = L:~ ... L:~ i-i' 

X exp [i t 7r(1 - w2

2t:)t!J 
n-l n 7r 

X exp{-i(::r(4~~y ~ [xo - (-ItX]tn} 

X { 
imw4t3 ~ [x2 + x~ - 2xxo( -1),,] exp -~ £.... 2[ 2 (t/ )2J n7r n-y+l n n - W 7r 

imt 2( 2 + 2)} d d (39) - 6h W x + ~~~o Xo t 1 ••• t ,. 

After performing the integration, Eq. (39) becomes 

'( 2t2)-t I~[V(y)] = IT 1 - W2 2 
n-l n 7r 

(40) 

= Ci:~J exp { -;~7 (x - XO)2 

+ i;: [(X2 + x~) ctn wt - 2xxo csc wtJ}. (41) 

This is by no means the simplest way to calculate 
I[V(y)] for the harmonic potential, but we are 
interested in I~[v(y)J. Notice that we would have 
gotten very good agreement between I[V(y)] and 
I~[V(y)] if we had chosen JI such that 

wt/Jl7r < 1. (42) 
This is true since 

~ ( 2t2
) I~[V(y)] = g 1 - :v I[V(y)], (43) 

and since wt/Jl7r < 1, 

I~[V(y)] ~ I[V(y)] + O(wt/2J17r). (44) 
V. HARMONIC-OSCILLATOR APPROXIMATION 

We now wish to generalize the results of the last 
section. We generalize the sequence I~[V(y)] given 
by Eq. (29) so that it will be exact for all JI if the 
potential is of the form 

Vex) = a + AX + !mw2x2
• (45) 

The sequence I~'[V(y)] that has these properties is 

I~'[V(y)] = IT (1 - w:t:)-tI~[V(Y)], (46) 
n-y n 7r 

where I~(V(y)] is defined by Eq. (29). For w = 0 
this is identical to Eq. (29). Also in the limit JI --7 0) 

~~~I~'[V(y)] = l.~ g (1 - :::;)I~[V(Y)J 
= lim I~(V(y)] 

= I[V(y)J. 

It is also straightforward to show that 

I~'(V(y)] = I[V(y)] 

for all JI if Vex) is of the form 

Vex) = a + AX + !mw2
X

2
• 

(47) 

(48) 

Therefore, I~'[V(y)] is the desired generalized se­
quence. This sequence as defined in Eq. (46) will 
be called the harmonic-oscillator approximation. For 
the same reasons stated in the last section the , 
convergence of I~'(V(y)] is expected to be very rapid. 
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We have now reduced the problem of solving the 
Green's function K(x, ti Xo, 0) to a solution of Eq. 
(46). In order to solve Eq. (46), the classical tra­
jectory must be known. However, in most prob­
lems of interest in quantum mechanics, the classical 
path itself is a very complicated function when 
written in the form x(t). So the problem of solving 
the lowest order terms in Eq. (46) will be straight­
forward, but rather tedious. 

VI. CONCLUSION 

In Sec. III, we derived the mixed integration 
formula (14). From this formula various methods 
for solving the functional integrals· can be derived. 
For example Cameron uses it to get his Simpson 
rule. The Simpson rule was constructed to give good 
results for functionals that could be approximated 
by third-degree polynomial functionals. This is us­
ually not the case for most problems in quantum 
mechanics where one is working with expontenial 
functionals and a polynomial functional of third 
degree is usually a poor approximation. So in Secs. 
IV and V we have derived with the aid of Eq. (14) 
two different methods of solving functional integrals. 

The free-particle approximation given by Eq. (29) 
is constructed to give exact results in all orders of 
the approximation for exponential functionals of the 
formexp [f~ (a + bx) dT],whereaandbareindepend­
ent of x. In Sec. V we improved the free-particle 
approximation so as to give exact answer in all 
orders of the approximation for exponential func­
tionals of the form exp [f~ (a + bx + cx2

) dT], 
where a, b, and c are independent of x. We called 
this new method the harmonic-oscillator approxima­
tion and it is given by Eq. (46). 

For other types of exponential functionals the 
harmonic-oscillator and free-particle approximations 
can be made as accurate as desired by taking higher 
order terms in the sequence [cf. Eqs. (29) and (46)]. 
However, for the same reasons as previously stated 
it is felt that only the first few terms of the sequence 
will be needed to give reliable answers for most 
potentials. Although these methods of approxima.,. 
tions were only derived in one dimension they can 
easily be generalized to many dimensions. 

Many other approximating schemes can be con...; 
structed from the mixed integration formula (14) i 
however, the two that were developed in this paper 

seem to be the most useful for the problems that 
arise in nonrelativistic quantum mechanics. 
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APPENDIX 

We wish to solve the classical trajectory with the 
potential of the form 

V(y) = !mw2 [x + (x - Xo)T/t 

+ 1/I.W + y - y.]2. (AI) 

where the notation is defined in Eqs. (lla) and 
(14a). The classical trajectory could be obtained 
from Eq. (21) i however, for our case it is much 
simpler to find those coefficients that make S in 
Eq. (24) an extremum, that is, those coefficients that 
are determined by Eq. (25). 

Since yeT) must satisfy the boundary conditions 
yeO) = yet) = 0, we can expand it in the series 

( ) (4lit)f ~ an . (n'll"T) y T = - L.,., - sm - . 
m'll" .. -I n t 

(A2) 

We can write the action S in terms of the expansion as 

S - Ii ~ 2 ~ 'll"liw
2
t
2a! 

- 'II" L.,., an - L.,., 2 2 
n-l n-~+l n ~ 

'" (wt)2(47rmli)i .. L - -t- [xo - (-1) x]a .. 
n-"+] n1r 

(A3) 

We then find the values of a.. that make S an 
extremum. Substituting these values of a .. in Eq. (A2) 
will give us the classical traj ectory . 

The values of a .. that make S an extremum can 
be found by differentiating S in Eq. (A3) with 
respect to the coefficients a .. and then setting the 
expression equal to zero and solving for the a .. 's. 
This is equivalent to Eq. (25). Doing this we get 
the following values for the an's: 

an = 0 for 1::;; n < v. 

_ (wt) (m/Ii'll"t)f[xo - (-I)"x] for v < n. (A4) 
a" - n'll" (1 _ w2 t2/n2

'11"2) 

Therefore, 
yC(T) 

= ~ (WT)2 i: JXo - (;-}t;J
2 

sin (n'll"T). 
'II" 'II" "-HI n (1 - w T In'll") t 

(A5) 
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Time-Dependent One-Speed Albedo Problem for a Semi-Infinite Medium 

I. KUSCER'" AND P. F. ZWEIFEL 

Department of Nuclear Engineering, The University of Michigan, Ann Arbor, Michigan 
(Received 19 May 1964) 

A Laplace transformation technique is used to determine the neutron distril;mtion in a sew-infinite 
medium which has been irradiated by a neutron pulse. The result is given in terms of known solutions 
of Milne's problem and of the steady-state albedo problem, which in tum are expressed by aid of 
Case's X-function. Simple asymptotic approximations, valid for t » 1, are deduced from the exact 
result. 

I. INTRODUCTION 

I T is well known that time-dependent transport 
problems with given initial values can be formally 

converted to steady-state problems by Laplace trans­
formation. In simple cases the transformed equation 
can be solved rigorously, e.g., by the singular eigen­
function method of Case. l

-
a Then the solution of 

the time-dependent problem is constructed by in­
verse Laplace transformation. 

The indicated method has been used by Bowden' 
for a problem with slab geometry, the general aspects 
of which problem have been clarified previously by 
Lehner and Wing.5 A slightly different approach has 
been used by Case l for an infinite medium with a 
pulsed plane source. It seems worthwhile to extend 
these investigations also to the semi-infinite medium, 
in which case several explicit results can be deduced. 

We restrict our attention to the one-speed equa­
tion with isotropic scattering and seek the neutron 
distribution everywhere in an infinite half-space 
following irradiation of the surface with a mono­
directional pulse of neutrons at t = O. The appropriate 
equation (using units in which (T = v = 1) is l 

a1/; a1/; 
1/;(x, f./., t; f./.o) + at + f./. -a; 

= ~ Ll 1/;(x, f./.', t; f./.o) df./.', (Ia) 

where x ~ 0, f./.o > 0, and the boundary and initial 
conditions are 

1/;(0, f./., t; f./.o) = /J.;lO(/J. - f./.o)o(t) for fJ. > 0, (Ib) 

1/;(x, f./., t; f./.o) ~ 0 for x ~ co, (Ic) 
----

'" On leave of absence from the University of Ljubljana, 
Yugoslavia. 

1 K. M. Case, Ann. Phys. (N. Y.) 9, 1 (1960). 
2 K. M. Case, Recent Developments in Neutron Transport 

Theory (Michigan Memorial Phoenix Project, 1961). 
a K. M. Case and P. F. Zweifel, Neutron Transport Theory 

(to be published). 
4 R. L. Bowden, thesis, Virginia Polytechnic Institute (Re­

p()rt TID 18 884, 1963). See also: R. L. Bowden and C. D. 
Williams, J. Math. Phys. S, 1527 (1964). 

6 G. M. Wing, An Introduction to Transport Theory (J. 
Wiley & Sons, Inc., New York, 1962). 

and 

1/;(x, f./., t; f./.o) = 0 for t < O. 

We shall also be interested in the distribution 

1/;*(x, f./., t) = 11 1/;(x, f./., t; /J.o)/J.o df./.o, (2) 

produced by a pulsed isotropic incident distribution. 
Finally, we shall need the values of the neutron 

densities and net currents, defined by 

p(x, t; f./.o) = Ll 1/;(x, f./., t; f./.o) d/J., (3) 

j(x, t; /J.o) = Ll 1/;(x, f./., t; /J.o)/J. d/J., (4) 

(and similarly for p*, j*). For convenience the factor 
2'11" has been omitted here, which can be justified 
by saying that 1/; represents the angular density 
integrated over the azimuth. 

Certain general properties of the solution are 
immediately apparent. First, we notice that the pulse 
initiates some transient discontinuities in the neutron 
distribution. Evidently 1/; = 0 for x > t, since the 
neutrons enter the medium with a speed which is 
unity in the present notation. Moreover, a term 
o(x - f./.ot)o(f./. - f./.o)e-', describing the distribution 
of the uncollided neutrons, is contained in 1/;. How­
ever, all such singularities die out exponentially, and 
1/; becomes a smooth function for t » 1. 

Second, according to a reciprocity theorem,6 the 
following relation for the angular density of the 
reflected neutrons must hold 

f./. > o. (5) 

Finally, for an absorbing medium (c < 1), we 
expect that the decay of the neutron distribution 
is governed mainly by the true absorption rate, i.e., 

6 L. M. Biberman and B. A. Veklenko, Zh. Eksperim. i 
Teor. Fiz. 39, 88 (1960) [English transl.: Soviet Phys.-JETP 
12, 64 (1961 )]. 
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'" should be roughly proportional to e-o-o)l. After 
an appropriate substitution is made, Eq. CIa) shows 
that 

.,-'d( t.) -(1-<)1.,,(1)( t.) 
'Y X, /Jo, ,/Joo = ee 'Y ex, /Jo, e ,/Joo , (6) 

where the value of e is indicated by a superscript. 
Hence it is sufficient to study the problem for a 
nonabsorbing medium (e = 1), and therefore the 
subsequent discussion will be limited to this case only. 

Following Lehner and WingO and Bowden/ we 
multiply both sides of (la)-(lc), where now c = 1, 
by eO-o)ldt, and integrate from 0 to IXI. The integral 
converges for Re (8) > 1, and the transform 

",.(x, /Joi /Joo) = 1'" ",(x, /Jo, t; /Joo)eU
-

O

), dt (7) 

is found to obey the equation 

8"'.(X, /Jo; /Joo) + /Jo ~~. = ~ fl ",,(x, 1-"; 1-'0) d/Jo', (Sa) 

with the boundary conditions 

",.(0, /Joi 1-'0) = /Jo;18(/Jo - /Joo) for /Jo > 0, (Sb) 

and 

",.(x, /Joi /Joo) -t 0 for x -t ro. (8c) 

From ",,(x, /Joi /Joo) the solution of the time-depend­
ent problem will be computed by inverse Laplace 
transformation, 

",(x, 1-', Ii /Joo) 

(9) 

where 'Y > 1. However, before carrying out this 
inverse transformation it seems advisable to modify 
it in the usual way by shifting and bending the 
path of integration as far as possible to the left 
in the complex 8-plane. In order to be able to do 
this we first must check the analyticity properties 
of "'.(x, /Joi /Joo) as a function of 8. We shall start 
with explicit expressions for this function. 

n. PROPERTIES OF THE TRANSFORM 
OF THE SOLUTION 

According to Eqs. (8a )-(8c), the function", 0 (x, P ; /Joo) 
coincides with the solution of the steady-state albedo 
problem, normalized to unit ingoing net current, for 
a semi-infinite medium with a macroscopic total cross 
section 8 and a macroscopic scattering cross section 
equal to unity. This problem has been solved by 
Case, and we can copy his results, at least for real 8. 
The only novelty encountered with the present 
problem lies in the necessity of performing an an-

alytical continuation to complex values of 8. We 
shall postpone this task temporarily, and start with 
the assumption that 8 is real and> 1. 

Besides ",.(x, /Joi /Joo) we shall need later on the 
solution ",.(x, /Jo) of Milne's problem, which is defined 
by an equation like (Sa), and the boundary conditions 

",.(0, /Jo) = 0 for /Jo > 0, (lOa) 

",,(x, /Jo) < O(e·~) for x -t (Xl. (lOb) 

In both cases we shall be interested also in the 
neutron densities and net currents, vthich will be 
denoted by P.(xi /Joo), Po(x) and i.(x; /Joo), i.(x), re­
spectively. We normalize the solution of Milne's 
problem to unit emerging net current: i.CO) = -1. 

All these quantities can be expressed in terms of 
Case's X-function, or equivalently, in terms of 
Chandrasekhar's H-function/ H(/Jo, 8) = [(1 -
8-1)+(Vo + /Jo)X( -/Jo, 8)f1. In Case's notation the 
formulas for ",.(x, P; /Joo), etc., are2

,3.1.8 

1 
",,(x, /Joi /Joo) = (vo + 1-'0)X( -/Joo, 8) 

X {
48X( -vo, 8) A.. () () -8"'!P. 

A'() '1'.+ /Joo cf>.+ I-' e 
Vo • Vo 

+ 11 Cvo + v)X( -v, 8) () () -0",1. d} 
o vA:(v)A.(v) cf> .. /Joo cf> .. J.I. e v , 

"'.(0, -/Jo; Po) = [2(8 - 1)(1-' + /JoO)(l'o + /Joo) 

P ~ 0, 

"'.(0, -/Jo) 

(11) 

(12) 

(13) 

(14) 

(15) 

= [2(8 - 1)(1'~ - p2)X( -/Jo, 8)r\ J.I. ~ 0, (16) 

P.CO) = [(1 - 8-I)fvorl. (17) 

The following functions appear in the above 
formulas: 

1 [1 Jl A :(v) dv ] X(z, 8) = -1 - exp -2' In A-( ) -- (18) -z 1r/, 0 ,I'I'-Z 

7 S. Chandrasekhar, Radiative Transfer (Oxford Univer­
sity Press, London and New York, 1950). 

8 1. Kuscer, Can. J. Phys. 31, 1187 (1953). 
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(with the integrand = 0 at P = 0), 

A.(z) = 1 - (z/s) tanh- I (l/z) (19a) 

(defined in the complex plane, cut along -1 < z < 1), 

A ~(p) = A,(P) ± 7r'ip/2s for -1 < P < 1, (19b) 

X.(p) = 1 - (p/s) tanh-1 v, (20) 

±Po(s) = roots of A,(po) = 0, 

A'( ) -I( 2 1)-1 -I ,Po = pos Po - - Po , (21) 

(22) 

P 1 
CP •• (p.) = -2 P -- + A,(P) 5(p - p.), 

s P - P. 
(23) 

where P indicates that we have to take the Cauchy 
principal value of any integral over P or p. of the 
expression 1/ (p - p.) following that symbol. The 
integral in (11), with the two singularities of the 
integrand merging when p. ~ P.o, has to be under­
stood in the same sense as with the orthogonality 
relation 

used in full-range developments. I
-

4 It can then be 
seen that the right-hand side of Eq. (11) contains 
the discrete term p.;/5(p. - p.o)e-u/

"., corresponding 
to the uncollided neutron beam. 

The neutron densities and net currents, belonging 
to (11) and (15), follow immediately if we observe 
that CP.± and cP., are normalized to unit density, and 
that the corresponding net currents are ± (1 - S-I)pO 
and (1 - S-I)p, respectively. 

We may introduce the "extrapolation distance" 
q(s) and another parameter Q(s) by 

-X(po, s)/X( -Po, s) = e20/ 
•• , (25) 

-X(po, s)X( -Po, s) _ A:(po) 
- 2po(1 - S-I) 

1 
= Q2p~(1 _ S 1)2' (26) 

with the purpose of expressing p,(x) in a shorter form 

p,(x) = Qpo sinh sx + q 
Po 

1 11 X( -P, s) -u/> d 
- 2s 0 A :Cp) A :(p) e P. 

(27) 

When s ~ lone should use the well-known 

approximation 

(2S) 

which leads to Q(l) = 3, whereas q(1) = 0.71045. 
Let us now turn to complex values of s. By re­

tracing the derivation of Eqs. (11)-(17) one verifies 
that they remain valid so long as s is such that 
A.(z) has a pair of zeros. The condition for this 
to happen is, according to Bowden,4 that s belongs 
to a certain region S; of the complex plane, as shown 
by Fig. 1. This region is the conformal map, produced 
by the function s = Po tanh -1 (l/po), of the (say) 
right-hand half of the complex plane of Po, cut as 
mentioned before. Hence the boundary C of S; is 
the (double) conformal map of half of this cut. 

The analytic behavior of 1/;,(x, JLj JLo) inside the 
region S; of the complex s-plane is linked to the 
properties of Po(s). This is the inverse of the pre­
viously mentioned function s = Po tanh- l (l/po), and 
its values can be read from the quoted figure. We 
see there that the point s = 1 is a branch point 
of Po(s), as shown also by the approximation (2S). 
Hence, if we want Po to be uniquely determined 
for s E S;, a cut has to be drawn in the s-plane, 
most conveniently to the left of that point. If we 
chose Po to be the particular root which is positive 
for s > 1, then Re (Po) ;::: 0 in the whole cut region S;. 

Expression (11) shows that inside S, the function 
1/;. (x, JLj JLo) is regular in s, except for the branch 
cut (0 :::; s :::; 1) due to po(s). The reason why 
this cut is inherited by 1/;,(x, JLj JLo) is that, by de­
finition, only one of the discrete eigenfunctions, 
cp,+(JL)e-U:/ •• , is involved in the expansion (11). Con­
sequently, when s approaches the branch cut from 
above or below, two different limits 1/;: and 1/;: are 
obtained, involving the negative and positive imag­
inary Po in (11), respectively. Since 1/;: and 1/;: both 
are solutions of Eqs. (Sa, b), the difference 1/;: - 1/;: 
is a solution of the corresponding homogeneous prob­
lem, i.e., of Milne's problem. (For Milne's problem 
s = 1 is no branch point because going around this 
point merely interchanges the two discrete terms 
in (15) and leaves the sum unchanged.) Taking 
account of the value (14) of the net current at the 
surface we find that 

1/;:(x, JLj p.o) - 1/;:(x, JLj JLo) 

-2i IPol [(IPoI2 + JL~)X(-JLo, s)t l 1/;.(x, JL) 

-4i(1 - s) Ipo I 1/;.(0, - JLo) 1/;, (x , JL), 0:::; s :::; 1. 
(29) 

If s is in the external region S. (Fig. 1), the situa­
tion is different because A,(z) then has no zero and 
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1m (s) 

S8 .99 
(~) ---------------~9-------:-:.:;-;;.:.--:.:::-=--~~-- c 

.8 

,.u~~..;.:...~.2.:.¥_!\!__....,_--.::;.lO:.:...1 -..,-_ Re( s) 
(2) (3) 

.8 

definition is adapted as follows: 

{
(I - z)X(z, s) for 

Xo(z, s) = 
(po - z)X(z, s) for 

with X(z, s) given by (18). 

s E S., (33) 

s E S" 

It may be mentioned that the analyticity of 
Xo(z, s) in both variables is obvious from a complex 
representation, which in a different form has been 
given by Chandrasekhar,7 and which also readily 
ensues from the above definition: 

1 Jia> A,(z') dz' -. In---,--
2m, -ia> A.( (X) z - z 

(_.i!!:) ____________ :.9____________ ___ In Xo(z, s) 
2 ~9 

+ I A.(z) 
n A.( (X) , 

Re (z) > 0 

FIG. 1. Values of 1'0(8) plotted in the complex plane of 8. The 
values of 8 are given in parentheses. 

the corresponding discrete term in the expansion is 
missing. By the use of Xo(z, s) = (1 - z)X(z, s) 
instead of X(z, s) the following formulas are obtained 
for this case: 

1 
1/;.(x, J.L; J.Lo) = X (_ s) 

o J.Lo, 

11 Xo( -P, s) () () -8%/' d 
X 0 pA:(p)A.(p) CP .. J.Lo CP •• J.L e P, (30) 

1/;.(0, -J.L; J.Lo) = [2(8 - 1)(J.L + J.Lo) 

J.L 2:: o. (31) 

Similarly as for s E S" we now conclude from 
(30) that 1/;.(x, J.L; J.Lo) is regular in s also for s E S., 
Re (s) 2:: O. However, we are still uncertain about 
what happens when 8 crosses the boundary C sep­
arating the two regions. 

One way to assure the analyticity of 1/;.(x, J.L; J.Lo) 
across C would be to extend the existence theorems, 
worked out by Lehner and Wing for the slab case/· 6 

to the semi-infinite medium. An alternative method, 
chosen in the following, consists in the comparison 
of the limits of the explicit expressions (11) and (30), 
when 8 approaches the line C from one or the other 
side. First however, we have to insert a discussion 
about the X-function, which itself is discontinuous 
at sEC. 

It can be inferred from the definition (18) that 
the change of X(z, s), as s crosses C, is expressed by 

[(po - z)X(z, S)]in8ide = [(1 - Z)X(Z, s)]out8ide' (32) 
limit limit 

Thus, (po - Z)X(Z, 8) for s E S, and (1 - z)X(z, s) 
for s E S. represent one and the same analytic 
function, which we may denote by Xo(z, 8), if the 

1 Jia> A.(z') dz' -. In---,--, 
2m, -'a> A B ( (X) z - z 

Re (z) < 0, (34) 

with A.( (X) = 1 - S-I. For fixed s the function 
Xo(z, s) has no singularity in the z-plane, cut along 
(0, 1), and it has one simple zero at z == Po (s), 
Re (po) 2:: 0, only if s E S,. The zero disappears 
by crossing the cut when 8 crosses the boundary C. 
Vice versa, for fixed z there is no singularity in the 
8-plane, cut along (0, 1), and for Re (z) > 0 there 
is only one zero at s = z tanh-1 (liz). The zero 
disappears by crossing the cut when z crosses the 
imaginary axis. 

We return now to the problem of the behavior 
of 1/;.(x, J.L; J.Lo) at sEC. For the case x = 0, it is 
immediately clear, in view of Eq. (33), that (31) 
is an analytical continuation of (12). For x > 0, 
an apparent difficulty arises from the discontinuity 
of the individual terms in (11) and (30), when s 
crosses C. Moreover, certain terms have poles at 
those values of s which make po(s) equal to J.L or J.Lo. 
However, a closer inspection proves that all these 
singularities cancel each other, so that 1/;.(x, J.L; J.Lo) 
is, in fact, continuous across C, and consequently 
regular in the whole right-hand half-plane of s, cut 
along 0 ~ s ~ 1. This is what we wanted to know. 

The tedious term-by-term comparison of (11) with 
(30) can be avoided by transforming both expres­
sions into a unique complex representation, from 
which the analyticity in 8 is evident: 

1/;.(x, J.L; J.Lo) = J.L·~/o(J.L - J.Lo)e-"/p, 

1 1 
2sX o( - J.Lo, s) 21Ji 

J Xo( -z, 8) 1 -,./0 dz 
X A.(z) (z - J.L)(z - J.Lo) e . (35) 
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The integration over z is carried out along a contour 
which starts and ends at z = 0, with Re (z/s) ~ ° 
at z -+ 0, and embraces the branch cut ° < z < 1, 
as well as the pole z = Po of the integrand. 

We see, by the way, that the discrete term in 
(11) is due to the residue of the integrand in (35) 
at z = Po, and that the expressions (12), (31) stem 
from the residue at z = p.. 

m. FINAL FORM OF THE SOLUTION 

The above conclusions permit us to deform the 
integration path in (9) as shown by Fig. 2. Thereby 
and by the use of relation (29) the integral in (9) 
is put into a more convenient form, 

1/;(x, p., t; p.o) 

= ~ 11 (1 - s) Ipo(s) I 1/;.(0, -p.o)1/;.(x, p.)e-(J-·), ds 
1r 0 

. 1 1;" -(1-0)' + hm 2--: . 1/;.(x, p.; p.o)e ds. 
w-+oo n -U!) 

(36) 

This, with the expressions (16), (15), and (30) sub­
stituted, represents the final result. Expressions for 
p(x, t; p.o) and j(x, t; p.o) follow immediately. 

For x = ° a further simplification is possible 
because the expression (31) can be analytically con­
tinued to Re (s) < 0, which for x> ° was impossible, 
because of the factor e-u

/, in the integrand in (30). 
Now the integration path can be bent still further 
to the left, and we end up with a closed loop en­
circling the branch cut. This means that the last 
term in (36) drops out for x = 0, so that 

211 1/;(0, -p., t; p.o) = - (1 - s) Ipo(s)I 
1r 0 

x 1/;.(0, -p.o) 1/;.(0, _p.)e-(l-O)' ds, p. ~ O. (37) 

The validity of the reciprocity relation (5) is clearly 
demonstrated. The values of X( -p., s) involved in 
1/;.(0, - p.) through Eq. (16) can be taken from graphs 
presented by Bowden.4 

Imls) 

-~==3r-1fr--- Rels) 

FIG. 2. Integration 
paths for inverse Laplace 
transformation of 

",.(x, 1'; 1'0). 

The neutron density and the net current at the 
surface of the medium are obtained from (37) by 
substituting the factor 1/;.(0, -p.) of the integrand 
by the expression (17) and by j.(O) = -I, re­
spectively, and by adding the contribution due to 
the incident neutrons, Pin.(O, t; p.o) = p.;;lO(t), 
jin.(O, t; p.o) = oCt). Especially simple formulas 
follow for the case of isotropic angular distribution 
of the incident neutrons: 

p*(O, t) = oCt) + r 1e-· /2 I I (it) (38a) 

= oCt) + ! [1 - ! t + ~ t2 
- ••• ] (38b) 

4 2 32 

= (1rt
a
)-{ 1 - ~ r 1 

- !~ r 2 + o (t-a) J. 
(38 c) 

j*(O, t) = io(t) - 1r- 1 
{ 2(1 - s) Ipo(s)I e-(I-.JI ds 

(39a) 

= io(t) - !(1 - In 2) + OCt) (39b) 

= _(31rtyl[1 - (27/20)r 1 + 0(t-2)]. 
(39c) 

The formula for p*(O, t) has been reduced to an 
expression containing the modified Bessel function 
II by aid of the substitution s = HI - cos8), 
which leads to Poisson's integral representation for 
this function. 9 

The initial values of the reflected angular density 
could be computed from Eq. (37) by substituting 
t = O. However, an easier way is to expand the 
previously mentioned closed-loop integration path 
into a very large circle, instead of shrinking it onto 
the branch cut. Observing that Xo(z, s) = 1 + O(S-I) 
for s -+ 00, as can easily be shown, we obtain, 
using (31), 

1/;(0, -p., 0; p.o) = [2(p. + p.o)r1
, p. ~ 0. (40) 

This angular density is entirely due to neutrons 
scattered only once, as one can infer directly from 
the transport equation. 

lV. DISCUSSION 

The above results closely resemble those obtained 
by Bowden for the slab problem. The main difference 
is that in the latter case two discrete terms, in­
volving the factors e±";fvo, enter a development 
analogous to (11). Therefore the function 1/;.(x, p.; p.o) 
for the slab needs no branch cut, but has instead 
a finite number of poles at certain "critical" values 
of s inside the interval ° < s < 1. The poles fill 

9 Higher Transcendental Functions, edited by A. Erdelyi 
(McGraw-Hill Book Company, Inc., New York, 1953), 
Vol. II. 
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up this interval more and more densely as the 
thickness of the slab is increased. 

Thus in the slab case the integral over the branch 
cut in (36) is replaced by a sum over the residues. 
Actually, Eq. (36) can be deduced as a limit from 
Bowden's result [Ref. 4, Eq. (5.12)]. This is done 
by proving that the factor (2/11-)(1 - s) /I'o(s)/ of 
the first integrand in (36) is equal to the limit of 
the product of the pole number density and a 
normalization factor. 

The individual terms of the mentioned sum, just 
as the integrand of the branch-cut term in (36), can 
be pictured by standing waves decaying at various 
rates, slower than e- I

• Each wave corresponds in 
the slab case to a solution of the critical problem, 
and in the present case to a solution of Milne's 
problem for a multiplying medium. 

The last term in (36), when 1/;. (x, f.£; f.£o) is de­
veloped according to Eq. (30), represents a sum 
over "a continuous family of traveling waves,JO all 
decaying like e-e, i.e., with a decay time equal to 
the mean time between collisions of a neutron. Only 
ingoing waves, with speeds I' ranging from ° to 1, 
are present in the case of a semi-infinite medium, 
whereas waves propagating in both directions are 
included in the slab solution. As shown by Eq. (37) 
those waves do not contribute to the angular density 
of the neutrons reflected by a semi-infinite medium. 

In view of the fast decay rate of the traveling 
waves we may say that their sum describes the 
transient effects mentioned in the introduction. Actu­
ally this sum contains the uncollided beam term 
o(x - f.£ot)o(f.£ - f.£o)e-', since the Laplace transform 
of this term, f.£;10(f.£ - f.£o)e- u

/
P
., is contained in 

1/;.(x, f.£; f.£o). 
On the other hand, one expects the branch-cut 

term in (36) alone to describe the behavior of 1/; 
for large values of t, so that this term represents 
an asymptotic approximation. Some simplification, 
consistent with this kind of approximation, can 
be achieved by using (28) and by substituting 
1/;.(0, -f.£o) ~ 1/;1(0, -f.£o), and, for small x only, 
1/;. (x, f.£) ~ 1/;1 (x, p.). An expression results, which 
contains the integral n (1 - s)ie-(l-all ds. For t» 1 
it is permissible to shift the lower limit of this 
integral to - <Xl. Then, with (16), the expression 
simplifies to 

1/;(x, f.£, t; f.£o) ~ (ht3)-![X(-f.£0, I)f l1/;l(x, f.£). (41) 

Approximations for p, j, and for 1/;(0, -f.£, t; f.£o) 

10 A. M. Weinberg and E. P. Wigner, The Physical Theory 
of Neutron Chain Reactors (University of Chicago Press, 
Chicago, 1958), p. 235. 

follow in a simple way upon application of the 
formulas (17), and (16), with (28). 

In a similar way, by substituting the asymptotic 
part of (15) into (36), we arrive at a different 
asymptotic approximation, valid for t » 1, x » 1. 
Let us write down only the expression for the 
neutron density, which follows from the asymptotic 
part of (27): 

p(x, t; f.£o) ~ 3(i1l"t3)-![X( -f.£o, I)fl[x + q(l)] 

X exp {-Jrl[x + q(I)]2}. (42) 

Tables of H(f.£, 1) = v'3jX( -f.£, 1) and of Pt(x), 
needed for the evaluation of 1/;(0, -f.£, t; f.£o) and 
p(x, t; f.£o), according to the approximations (41) and 
(42), are available. 7

•
11 

Various refined asymptotic approximations could 
be conceived by making less crude substitutions for 
the functions involved in the exact expressions. For 
instance, we observe that the factor (1 - s)ie-O-.)I 

of the first integrand in (36) is zero at s = 1. Hence 
it seems advisable to approximate the remaining 
(finite) factor (1 - s)l /I'o(s)/ 1/;.(0, -f.£o)1/;.(x, f.£) by 
its value at s slightly below 1, rather than at s = 1. 
We may require that this procedure should be correct 
if the latter factor were a linear function of s. We 
find then that for t » 1 the appropriate value of 
s is 1 - !C 1

• This, with (15) and (16), has to be 
inserted in to 

1/;(x, f.£, t; f.£o) 

~ (1l"t3)-!(1 - s)l /I'o(s)/ 1/;,(0, -f.£o)1/;.(x, p.), (43) 

which is valid for t » 1, x « t\ as one can show. 
The improvement of (43) over (41) can be judged 
from the fact that the first two terms in (38c) and 
(39c) follow from (43), whereas only the first term 
is obtained from (41). 

It should be mentioned that the approximations 
(41)-(43) can be deduced also without knowing the 
exact result, solely by considerations based upon the 
diffusion equation and upon a reciprocity theorem. 
Such a derivation, though not rigorous, has the 
advantage of being amenable to generalizations to 
anisotropic scattering and to energy-dependent 
problems. 
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4 general~zatio~ of Ford's method, concerning the asymptotic expansions of solutions of differ­
~ntIal equat~ons .Wlt~ polynomial coefficients and with three or more regular singular points and one 
Irregular at mfiJ:llty, IS presented. The analysi~ is sub~equentlr extended to the special case of integral 
val,ues for th.e difference of exponent~ of t~e dlffe:entIaI equation,. thus providing the complete asymp­
to~lC expansIOn of the seco~d, loganthmlC solutIOn of the equatIOn. Explicit formulas for the evalu­
atI?n of the cc;mstant coeffi?l~nts?f the expansions are given; each coefficient is expressed in terms of 
a ~mgle s?lutlOn o~ the adJom~ dlff~rence ~9-ua~ion associated with the original differential equation. 
Dl~erent~al.equatIons possessmg smgulan.tles m excess of the hypergeometric equation (3 regular) 
?r ItS vanatlon~, appear as ~eparated solutIOns of the wave equation in certain stratified media whose 
mdex of refractIOn IS a contmuous function of position. 

1. INTRODUCTION 

T HE asymptotic expansion of a function fez) 
defined by a Maclaurin series has been the sub­

ject of numerous investigations. A comprehensive 
and original treatment is due to Ford l

-
a to whom 

the reader is also referred for a fairly complete list 
of references. Ford's method is based on the be­
havior of the coefficients an of the Maclaurin series 
for large values of n and can be applied to series 
with finite or infinite radius of convergence. In the 
latter case fez) is an entire function. The applicability 
of the method is restricted by the nature of the 
singularities of fez) in the complex z-plane. 

An important application is concerned with the 
asymptotic expansions of solutions of linear ordinary 
differential equations with polynomial coefficients. 
The method is successful in the following two cases: 
(1) All singularities of the equation are regular. 
(2) Only one singularity (conveniently placed at 
infinity) is irregular with rank not exceeding 1, 
while all others, in the finite z-plane, are regular. 
In both cases the equation and its solutions possess 
a finite number of singularities one of which (regular) 
may be at the origin. The order of the equation is 
finite but unrestricted. The classical method of 
Frobenius applied around the origin expresses a solu­
tion R(z) in terms of a Maclaurin series whose co-

* Supported by NSF Grant 20225 and Contract Nonr-
1866(32). 

t Present address: Research and Advanced Development 
Division, Avco Corporation, Wilmington, Massachusetts. 

I J. G. Fi.kiori:s, Tech. Rept. No. 395, Cruft Laboratory, 
Harvard Umverslty (1963). Also Part II of Ph.D. thesis in 
Applied Physics, Harvard University (1963). 

2 W. B. Ford, The Asymptotic Developments of Functions 
Defined by Maclaurin Series (Chelsea Publishing Company, 
New York, 1960). 

3 W. B. Ford, Studies on Divergent Series and Summability 
(Chelsea Publishing Company, New York, 1960). 

efficients an obey a recurrence formula with a finite 
number of terms. Essentially R(z) is defined by the 
recurrence formula. Based solely on this definition 
that is without reference to the fact that R(z) 
satisfies a certain differential equation, Ford's theory 
proceeds to obtain its complete asymptotic expan­
sion. In an entirely independent manner it yields 
results in agreement with the theory of differential 
equations and, at the same time, provides explicit 
formulas for the evaluation of the constant coeffi­
cients that linearly connect R(z) with the asymptotic 
series in the expansion. Only in special cases admit­
ting a straightforward application of an 'integral 
transformation, is the theory of differential equations 
able to determine these coefficients. 

As a ge~eral outline, the method proceeds through 
the followmg steps: Transformation of the recurrence 
formula into a difference equation with polynomial 
coefficients; complete solution of the latter' detailed . . ' exammatIOn of the analytic properties of the solu-
tions and of their behavior for large values of the 
argument in the right half-plane. Based on this 
infor:natio~ the asymptotic expansion of R(z) is 
obtamed wIth the use of certain theorems contained 
in Ref. 2 by Ford. In the last chapter of his book2 

Ford applies his method to second-order equations 
and ~btains explicit results for the two independent 
solutIOns RI and R2 around the origin. The constant 
coefficients A13, etc., in the asymptotic expansions 

R1(z) "-' AlaRa(z) + A 14R4(z), (1.1) 

(1.2) 

are determined [in :terms of the solutions of the 
difference equations obtained from the recurrence 
formulas defining Rl and R2 • Each coefficient de­
pends on all the independent solutions of the cor-

1131 
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responding difference equation. As long as the dif­
ference of exponents 0'12 = 0'1 - 0'2 (~ 0) at the 
singular point z = 0 differs from 0 or a positive 
integer, the process is applicable to both Rl and R2 • 

If 0'12 is equal to 0 or a positive integer the method, 
without alteration, applies to the first solution R 1 ; 

the second solution R2 becomes logarithmic, and 
this case, to the author's best knowledge, has not 
been treated up to the present time. Ford refers 
to it as a subject for further research. 

In this paper, Ford's method is slightly modified 
and subsequently extended to the second, loga­
rithmic solution of the differential equation. In 
addition to the associated difference equation its 
adjoint is also introduced; A I3 (A 14 ) can then be 
expressed in terms of a single solution of the latter, 
say N 3 (y)[N4 (y)], which one proceeds to determine 
explicitly without bothering about the rest. A cor­
responding statement can be made about A 23 , A24 
when 0'12 differs from 0 or an integer. Notice also 
that the order of the difference equations (and, there­
fore, the number of their independent solutions) 
is independent of the order of the differential equa­
tion and, in general, higher than 2. The main ad­
vantage of this more compact formulation, however, 
is the fact that it can be extended to the special 
but important case of the second, logarithmic solu­
tion R2 of the differential equation, whenever 0'12 = 0 
or a positive integer. A 23(A 24 ) is now determined 
in terms of.N3(y), N~(y) (N4' ND the same particular 
solution of the adjoint difference equation that ex­
presses A13(A 14). The final formulas for all A's are 
especially adapted to desk or machine computations. 
They possess a so to speak "inherent-checking" 
property, which, at the same time, reveals the 
accuracy of the computations. This statement, and 
certain previous ones, will become clear in the course 
of the analysis and after the explicit development 
of the final formulas. 

Differential equations with polynomial coefficients 
possessing singularities in excess of the hypergeo­
metric equation (3 regular) or its variations, appear 
as separated solutions of the wave equation in cer­
tain stratified media whose index of refraction is 
a continuous function of position. In particular, the 
radial equation for radially stratified media in spher­
ical or cylindrical coordinates, where both the scalar 
and vector wave equations are still separable, may 
be put under the above form for a wide variety 
of "stratification functions." Outside a finite sphere 
(or cylinder), the radial solution that satisfies the 
radiation condition corresponds to integral values 
of the separation constant. Satisfaction of boundary 

conditions for finite values of the radius and "near­
field" computations require the analytic continua­
tion of this solution in the vicinity of the origin, 
in the form 

R4(z) = A 41R1(z) + A42R2(Z). (1.3) 

In this case 0'12 = 0, I, 2, ... and R 2(z) becomes 
logarithmic. Thus, in an indirect way, R2 (z) appears 
in a physical problem and the necessity of obtaining 
its complete asymptotic expansion (1.2) arises. 

2. SERIES SOLUTIONS OF THE 
DIFFERENTIAL EQUATION 

Convergent Series Solutions Around x = 0 

Without loss of generality the following specific 
differential equation is considered 

d
2
R + a - b dR 

dx 2 (x + a)(x + b) dx 

+ [1 + ~ ~ ~ - 11(11 ~ 1) ]R(X) = O. (2.1) 

a, b are constant parameters, in general complex, 
while II, the separation constant, is real and positive. 
The above form is a special case of the radial 
equation 

R"(x) - f'(x) R'(x) + [f(X) - 11(11 + 1)]R(X) = 0 
f(x) x2 

(2.2) 

for transverse magnetic waves in spherically strati­
fied media 4.5; X = kor is the radial distance in 
electrical units and f(x) the stratification function 
expressing the dependence of the index of refraction 
on the radius. For the simple form 

x + a () 
f(x) = x + b = 1 + x + b; () = a - b, (2.3) 

Eq. (2.2) reduces to (2.1). [The explicit results 
obtained in this paper have been used to calculate 
the behavior of a biconical antenna immersed in a 
radially stratified medium characterized by (2.3). 
This application is published elsewhere.6

] 

Equation (2.1) has three regular singular points 
at x = 0, x = - a, x = - b and an irregular singu­
larity of the first rank at x = <Xl (Ref. 7, pp. 417-428; 
Ref. 8, pp. 58-77). Since it contains only three 

4 C. T. Tai, Appl. Sci. Res. Sec. B 7, 113 (1958). 
5 C. Yeh and Z. A. Kaprelian, University of Southern 

California Techn. Rept., Elect. Eng. Dept. (November 1960). 
6 J. G. Fikioris, Tech. Rept. No. 390, Oruft Laboratory, 

Harvard University (1963). Also Part I of Ph.D. thesis III 
Applied Physics, Harvard University (1963) and IEEE Trans. 
Ant. and Prop., AP-13, 289 (March 1965). 

7 E. L. Ince, Ordinary Differential Equations (Dover Publi­
cations, Inc., New York, 1956). 

8 A. Erdt'llyi, Asymptotic Expansions (Dover Publications, 
Inc., New York, 1956). 
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independent parameters (a, b, v) it is not the most 
general type of second-order equation with the same 
singularities. It was chosen because it corresponds 
to a certain physical problem and because the ·dif­
ferences between this and the general case are 
trivial. Ford has shown that the analysis depends 
mainly on the nature and number of singularities 
of the equation,ll the number of independent param­
eters it contains being unimportant in this respect. 
Variations of the above form, e.g., five regular 
singular points, can be treated in essentially the 
same way. The particular choice of (2.1) does not 
restrict in the least the representative character of 
the case under consideration. 

Following the classical method of Frobenius first 
write (2.1) in the form: 

[x' + (a + b)x + ablx2R"(x) + cx2R'(x) 

+ [X4 + 2ax3 + (a'l - l - v)x2 

- v(v + 1)(a + b)x - v(v + l)ab]R(x) 

= TO(x)x2R"(x) + Tl(X)xR'(x) + T2(X)R(x) = O. 
(2.4) 

Substituting the formal series 

'" 
R(x) = L a"x"+tI 

.. -0 

a five-term recurrence formula is obtained for the 
coefficients an: 

4 

L an-mfm(n + 0' - m) = 0; 
.. -0 

a_; = 0, j = 1,2,3, ... , 

where 

fo(z) = ab[z(z - 1) - v(v + 1)] 

= ab(z + v)(z - v-I), 

ft(z) = (a + b)z(z - 1) + CZ 

- (a + b)v(v + 1), 

f2(Z) = z(z - 1) + all - v(v + 1), 

fa(z) = 2a, 

Mz) = 1. 

(2.5) 

(2.6) 

Indicial equation: 10(0') = ab(O' + v)(u - v-I) = 0 
with roots 

0'1 = V + 1, 0'2 = -v, 0'12 = 0'1 - 0'2 = 2v + 1. 
(2.7) 

If 2v + 1 differs from an integer two independent 

particular solutions of (2.1) are defined as follows: 

RI(X) = x·+{ 1 + t anx"J. Ixi < min (Ial, Ibl), 

(2.8) 

Ixl < min (lal, Ibl), 

(2.9) 

where the an's are obtained from (2.5) with 0' = 
0'1 = V + 1 and ao = 1, while for the b,.'s (2.5) is 
used again with 0' = 0'2 = -v and bo = 1. Notice 
that Rl (0) = 0, R2(0) = co; X = 0 is a branch 
point for both solutions. 

If 2v + 1 is equal to a positive integer or zero 
the first solution R1(x) is again defined by (2.8), 
(2.5). The second independent solution R2(x), how­
ever, has a logarithmic singularity at x = 0 and 
is no longer defined by (2.9) (Ref. 9, pp. 200-201). 
In this case put 

a> 

R2(x) = In XRl(X) + S(x); Sex) = L b"xn-., (2.10) 
,,-0 

where RI(X) = L::.o a",x"'+>+\ ao = 1, is the first 
solution defined by (2.8), (2.5). Substitute into (2.4) 
noticing that Rl (x) satisfies (2.4): 

To(x)x2S" + T1(x)xS' + T2 (x)S 

(2.11) 

Use the series expressions for S, Rl and multiply 
by x': 

a> '" 

I: bnxnf(x, n - v) = X
2
.+

1 I: a",x"'F(x, m + v + I), 
_0 _~ 

where 
4 

f(x, z) = L f;(z)xi
, f;(z) as in (2.6), 

i-O 

2 

F(x, z) = I: Fi~)Xj, 
,'-0 

Fo(z) = -ab(2z - 1), 

F1(z) = -(a + b)(2z - 1) - c 

= -2(a + b)z + 2b, 

F 2 (z) = -2z + 1. 

(2.12) 

(2.13) 

(2.14) 

(2.15) 

Since f(x, n - v) and F(x, m + v + 1) are poly­
nomials in x, it is obvious, incidentally, that Eq. 
(2.12) cannot be satisfied unless 2v + 1 is equal 
to a positive integer. Now put n = m + 2v + 1 

9 E. T. Whittaker and G. N. Watson, Modern Analysis 
(Cambridge University Press, Cambridge, England, 1946), 
American ed. 
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in its right-hand side: 
00 00 

L: bnxnf(x, n - ,,) L: an_ 2,_lX
nF(x, n - 11). 

n=O n=2v+l 

(2.16) 

Since a-I = a_2 = ... = 0, the second summation 
can be started from n = O. The lowest exponent 
of x is n = 0 with coefficient bofoCO - 11) = O. 
For 1 ~ n ~ 211, 

4 

L: fm(n - 11 - m) dn- m = 0, 
... -0 

d_ i = 0, j = 1, 2, 3, ... , 

dn = bn/ bo, do = 1, n = 0, 1, 2, .. . 

(2.17) 

(2.18) 

Since fo(n - ,,) differs from 0 for all these values 
of n, the recurrence formula can be useds uccessively 
to yield d l , d2, ••• , d2,. For n = 211 + 1, however, 
foC" + 1) = 0; the corresponding equation can only 
be satisfied by choosing conveniently the value of 
bo, left undetermined so far, i.e., 

bo = -ab(2" + l)[d2 ,f,(,,) + dZ.-IM" - 1) 

(2.19) 

bl , b2, ... , b2 , may now be evaluated using bn = bodn' 
For n > 2" + 1, Eq. (2.16) yields 

4 

L: fm(n - " - m)bn- m = an-2,-IFo(n - ,,) 
... -0 

+ an-2,-2FI(n - " - 1) + an-2,-3F2(n - " - 2). 
(2.20) 

This equation may be used for all integral values 
of n, including (2.17) as a special case, since ao = 1, 
a-I = a_2 = ... = o. The initial conditions 

bo as in (2.19) (2.21) 

are sufficient to satisfy all requirements for the 
coefficients bn of Sex). Thus, for n = 0, Eq. (2.20) 
reduces to b_4 = 0 and by repeated applications 
it yields b_ 5 = b_ 6 = ... = 0, as required. 

The process so far has left b2 v+1 undetermined. 
Inspection of (2.20) shows, however, that in addition 
to the set (bn ; n = 0, 1,2, ... ) it can also be satisfied 
by the set (bn + kan-2P-l), where k is a constant, 
the reason being that the set (an-2,-I) satisfies its 
homogeneous part. In fact for 

n = 2" + 1 + m, 

Eq. (2.20) becomes 
4 

bn = b2 .+l+m = B m , (2.22) 

L: Bm-di(m + " + 1 - j) = amFo(m + " + 1) 
;-0 

(2.23) 

Its homogeneous part is satisfied by the set ao, all ..• 
as (2.5) with U = UI = " + 1 reveals. 

b2 .+1 can be chosen arbitrarily. In the process 
of using (2.20) for the bn's the simplest choice is 

(2.24) 

The remaining bn's are evaluated using (2.20), (2.21). 
A nonvanishing value for b2 v+1 = Bo means simply, 
that Sex), and consequently R 2(x), contain the addi­
tive solution b2 .+ IR I (x), which can be discarded in 
the definition of the second independent solution 
R2(X). Without ambiguity the following definition 
is adopted 

00 

R2(x) = InxRI(x) + x-v L: bnxn; Ixl < min (Ial, Ibl); 
n-O 

b2 .+ 1 = 0, bo as in (2.19). (2.25) 

The power series representations that have been 
obtained for the two independent solutions RI(x) 
and R2 (x) are valid only within the circle Ixl < 
min (lal, Ib/), where they both converge uniformly 
and absolutely. Their analytic continuation outside 
this circle, in fact into whole regions of the x-plane 
where x varies from 0 to OJ, can be obtained with 
the use of a bilinear transformation of the independ­
ent variable in the form 

t = x/ex + p), x = pt/(1 - t). (2.26) 

The constant p is conveniently chosen in each case 
so as to optimize the convergence of the resulting 
series in t, or to map the half-plane of interest, 
wherein x varies from 0 to OJ, within the unit circle 
t = 1, placing x = -a, x = -b outside it. x = 0, 
-a, -b, OJ aremappedatt=O, a/(a-p), b/(b-p), 1, 
respectively, I which now appear as the only singular 
points of the resulting differential equation in t, 
preserving their nature and rank. This is a well­
known property of bilinear transformations (Ref. 7, 
p. 437). Power-series solutions RI(t), R 2 (t) around 
t = 0 (x = 0) can be obtained in a similar way 
and can be easily connected to the previously de­
fined RI(x), R 2 (x) by simple comparison of behavior 
in the vicinity of the origin. I The former series 
converge within It I = 1, for example, and provide 
the analytic continuation of (2.8) and (2.25) into 
certain regions of the x-plane outside Ixl = min 
(lal, lb/). Numerical computations have shown that 
the series in t can be used for values of Ixl three 
to four times larger than the ones possible in con­
nection with (2.8), (2.25). In certain cases they 
proved capable of carrying the computations into 
the region of validity of the asymptotic expansions 
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of Rl(x), R 2 (x) and provided a check on the formulas. 
Since R1(t), R 2 (t) have no connection with the 
specific aim of this analysis no explicit development 
or further mention will be made of them. 

Asymptotic Solutions R 3(x), R.(x) Around x = 00 

As x ~ CD the coefficients of R' and R in Eq. 
(2.1) vary as 

o O( -2) 
(x + a)(x + b)""'" x , 

1 + x ~ b - p(p ~ 1) ......, 1 + O(x- l
). 

Point x = CD is an irregular singularity of rank 1 
(Ref. 8, pp. 58-77). Formal descending series solu­
tions around x = CD can be obtained by well known 
procedures in the theory of differential equations7

•
8 

(based essentially on the method of undetermined 
coefficients). For example the method explained in 
Ref. 8 (pp. 58-77) yields l 

Ra.4(x) '" (x ++ a
b
)te""x- p[1 + t hnx-nJ, (2.27) 

lxi_to X n=l 

are obtained, which will serve for comparison later. 
For real a, b: Pa = P4, where the bar signifies 

the complex conjugate, while always Wa = W4' Since 
from (2.29) all q" are real the recurrence formula 
(2.28) yields as coefficients hn for Ra the complex 
conjugates of the coefficients of R4 • The same is 
obviously true for the coefficients gn in (2.30). This 
means 

a, b real, (2.31) 

and for real x 

(2.32) 

All the above expressions are valid irrespectively 
of the value of P. The critical line, or Stokes line, 
is given by Re (wx) = 0 (Ref. 8, p. 72). With W = ±i 
it turns out to be the real axis: 1m x = O. Any 
solution R(x) of Eq. (2.1) can be expressed asymp­
totically as a linear combination of the above formal 
solutions 

(2.33) 

this expression holds uniformly in each of the upper 
and lower half x-planes separated by the Stokes line 

where Wa = i, Pa = -ic/2 are used for Ra and 
W4 = -i, P4 = ic/2 for R4 • The expansion coeffi­
cients h" are determined from the recurrence formula 

ho = 1, n = 1,2, ... , (2.28) 

where 

qo = 1, ql = C, q2 = -p(p + 1) - cb, (2.29) 

( l)n[bn-l(n - 1 1 ) qn = - ~ - 20 - c 

+ an-I(~ - 3(n4~ 1») J. n = 3,4, .... 

The series appearing in the above formal representa­
tions (2.27) are normal asymptotic series in the pre­
cise sense of Poincare's definition (Ref. 7, pp. 168-
174,444--445, Ref. 8, pp. 69-72). If [(x + a)/(x + b)]l 
is expanded for Ixl ~ CD by the binomial theorem, 
the alternative expressions 

(2.30) 

1m x = O. The coefficients Aa, A4 may, or course, 
change values from one plane to another for the 
same solution R(x) (Ref. 8, p. 73). A similar com­
bination expresses R(x) along the real axis. 

The main purpose of the analysis that follows is 
to find explicitly expressions like (2.33) for the 
particular solutions R1(x), R 2 (x) defined in the pre­
ceding section, in both halves of the x plane and 
along the real axis. 

3. ASYMPTOTIC EXPANSIONS OF R1(z), Rt (z) 
FOR LARGE Izl 

Solution of the Associated Difference Equation 

As outlined in the Introduction, the recurrence 
formula (2.5) is first transformed into a difference 
equation. Replace the index n by the continuous 
variable x and an by the general function u(x), such 
that 

u(n) = an, 

to obtain 

4 

n being an integer, 

L fm(x + (1' - m)u(x - m) = O. 
m-O 

(3.1) 
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Advance x to x + 4, i.e., write x + 4 for x: 
4 

L: fm(x + U + 4 - m)u(x + 4 - m) = O. (3.2) 
m-O 

At this point Ford's procedure is slightly modified 
by substituting 

x + U = y, 

u(x) = vex + u) = v(y). 

The equation becomes 

(3.3) 

(3.4) 

P4(Y)V(Y + 4) + P3(Y)V(Y + 3) + P2(Y)V(Y + 2) 

+ PJ(Y)v(y + 1) + Po(y)v(y) = 0, (3.5) 

where 

P4(y) = fo(y + 4) 

= ab[(y + 4)(y + 5) - 2(y + 4) - 11(11 + 1)], 

P3(y) = fl(y + 3) 

= (a + b)(y + 3)(y + 4) 

v(n - II) = bn 

for all integers n, 211 + 1 ~ integer, 

and for R2(z). (3.8) 

The method of Laplace's transformation is applied 
by assuming a solution in the form 

v(y) = 2~ 1 tV
-

I 1/;(t) dt, (3.9) 

where l is a line of integration in the complex t-plane, 
suitably determined later, and 1/;(t) is found from 
a certain differential equation, as will be seen in 
the following. Substitution in (3.5), integration by 
parts, and use of Eqs. (3.6) for the p(y)'s yield 

1 tV
-

J
[ t2rP2(t)1/;"(t) - trPI(t)1/;'(t) + rPo(t)1/;(t)] dt 

+ [/(1/;, t)]1 = 0, 

where 

- (a + 3b)(y + 3) - (a + b)II(1I + 1), (3.6) rPI(t) = -2abe(t + a-I)(t + b-
I

) + et
3

, 

(3.10) 

(3.11) 

= (y + 2)(y + 3) - 2(y + 2) 

+ a2 
- /1(/1 + 1), 

PI(y) = My + 1) = 2a, 

Po(y) = My) = 1. 

These equations express the p(y)'s in forms suitable 
for the solution of Eq. (3.5) by the method of 
Laplace's transformation (Ref. 2, Chap. VIII, Ref. 
10, pp. 478-501, Ref. 11, pp. 57-88). Being a linear 
difference equation of the fourth order with poly­
nomial coefficients, Eq. (3.5) possesses four independ­
ent solutions. For the general theory of these equa­
tions and for certain of its results, of which continuous 
use will be made in what follows, the following refer­
ences are cited: Ref. 11 (Chaps. I, III), Ref. 10 
(Chaps. XII, XV), Ref. 2 (Chap. VIII). The aim 
is to find that particular analytic solution v(y) of 
(3.5), which satisfies condition (3.1), or, in terms 
of y and v(y), the conditions 

v(n + II + 1) = an 

for all integers n and for RI(z), (3.7) 

rPo(t) = -11(11 + l)abt2(t + a-I)(t + b- I
) 

1(1/;, t) = abtH2 (t + b- I
) 

X {1/;(t)[(y + l)(t + a-I) + 2t] 

- 1/;'(t)t(t + a-I)}. 

(3.12) 

(3.13) 

The conclusion is that (3.9) provides a solution of 
(3.5) if 1/;(t) is a solution of the differential equation 

abt4 (t + a-I)(t + b- I )1/;"(t) - trPI(t)1/;'(t) 

+ rPo(t)1/;(t) = 0, (3.14) 

and the path of integration l is chosen so thltt 1(1/;, t) 
has the same value at both extremities of the path 
when it is open, or so that 1(1/;, t) returns to the same 
value if l is closed and t returns to the same point 
after describing it. 

The choice of l is based on the behavior of the 
solutions of (3.14) at the vicinity of its singularities. 
The equation has three regular singular points at 
tl = -l/a, t2 = -lib, t = OJ and an irregular 
at t = O. Following standard methods (Ref. 7, 
pp. 168-174; Ref. 8, pp. 69-72) two normal solutions 
around t = 0 are obtained 

10 L. M. Milne-Thomson, The Calculus of Finite DijJer- 1/;1(t) ,...., eil 'riCl2(1 + glt + g2 t2 + ... ), (3.15) 
ences (MacMillan and Company Ltd., London, 1951). 

11 N. -E. Norlund, Le,ons sur les equations lineaires aux 
dijJerencesjinies (Gauthier-Villars, Paris, 1929). 1/;ll(t) ""' e- i/ 'tiC/2(1 + g~t + g~t2 + ... ). (3.16) 
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Both expressions are asymptotic as t ~ O. The 
theory also assures that 1/11, 1/Irr are twice differentiable 
and that the asymptotic expansions for 1/If, 1/Ib 
(even for 1/If', 1/Iff) may be obtained by formal dif­
ferentiation of (3.15) and (3.16), respectively. Since 
any solution 1/I(t) of (3.14) is a linear combination 
of 1/Ir and 1/Irr, expressions (3.1.5) and (3.16) m con­
nection with (3.13) show that 

1[1/I(t), t]l/-o = 0, 

if Re y > -1 + 11m cl/2, (3.17) 

and as long as t approaches 0 along the real taxis. 
This statement serves to fix the path of integration 1 
in (3.9), thus making the integral expression a solu­
tion of the difference equation (3.5). 

The roots of the indicial equations for the regular 
singular points tl = _a-1 and t2 = _b-1 are 0, 2 
and 0, 0, respectively. There exist one solution 1/Il(t) 
of Eq. (3.14) around tl = _a-1 and another 1/I2(t) 
around t2 = -b-t, which, in the neighborhood of 
the corresponding point and up to the nearest sing­
ularity can be expressed by the following convergent 
senes: 

1/I1(t) = (t + a-1)2[1 + PI(t + a-I) 

are analytic for (Ref. 2, Chap. VIII, Ref. 10, pp. 
478-501, Ref. 11, Chap. III), 

Re y > -1 + 11m cl/2. (3.22) 

It is shown later that they are also independent. 
The third and fourth independent solutions of 

(3.5) may be obtained by putting (Ref. 2, Chap. VIII) 

v(y) = w(y)jr(y). (3.23) 

Substitution in (3.5) and multiplication by r(y + 4) 
yields a fourth-order linear difference equation for 
w(y) with polynomial coefficients. The application 
of Laplace's transformation 

w(y) = 2~ f ev-11/1(t) dt 

shows that 1/I(t) must satisfy the differential equation 

(t2 + l)t41/1IV(t) - ¢a(t)t31/1"'(t) + ¢2(t)t2 

X 1/I"(t) - ¢1(t)t1/I'(t) + ¢o(t)1/I(t) = 0, (3.24) 

where 

¢a(t) = (a + b)e - 6t2 + 2at, 

¢2(t) = - 2abt4 
- (3a + 5b )t3 

+ [a2 + 6 - pep + 1)]t2
, (3.25) 

+ P2(t + a-1)2 + ... ], (3.18) ¢I(t) = -2abt4 

1/I2(t) = 1 + ql(t + b-I
) 

+ q2(t + b-1)2 + 
Using (3.13) it may be verified that 1(1/11, t) 1/--0-' = 
1(1/12, t) I/--b-' = O. In combination with (3.17) 
these results show that there exist two corresponding 
solutions of (3.5) in the form 

(3.20) 

(3.21) 

where the paths 11 and l2 are shown in Fig. 1. The 
dotted lines represent the branch lines of 1/11 (t) and 
1/12 (t). The paths may be deformed as long as they 
do not cross branch lines and approach t = 0 along 
the real t axis. The so defined solutions v1(y), V2(y) 

-~ 

~
a{1 

_-~ 0 
----- -1; t-Plane 

FIG. 1. Integration paths 11, 12 for VI(Y), V2(Y). 

+ [a + 3b - (a + b)p(p + 1)]t3, 

In this case also (Ref. 10, pp. 478-501, Ref. 11, 
Chap. III): 

3 d'" 
1(1/1, t) = 1/I(t) ~ dt'" [ev+"'¢",+l(t)] 

- 1/I'(t) i; :t: W+",+I¢",+2(t)] 

+ 1/I"(t) j; :t: [tV +",+2¢",+3(t)] 

- 1/I"'(t)tV+3¢4(t). (3.26) 

Equation (3.24) has three regular singular points 
at t = 0, t3 = i, t4 = -i,and an irregular singularity 
at t = co. The roots of the indicial equation around 
t = 0 are p = 0, 1, 2, 3. Four independent solutions 
of (3.24) correspond to these roots and any solution 
of it can be expressed as a linear combination of 
them. These solutions have the general form 

1/I.(t) = tP'[foCt) + Mt) In t + ... + f",(t)(ln t)"]' 

where 8 = 1, 2, 3, 4; m ~ 3, and !oCt), ... , f .. (t) 
are analytic at t = O. Thus, if Re y > 0, ty;.(t) 
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vanishes at t 
shows that 

o for all 1/;.(t). Reference to (3.26) 

if Re y > 0, then 1(1/;, t) 1'-0 = 0 (3.27) 

for any solution 1/;(t) of (3.24). Under the same 
condition (Re y > 0) [1(1/;, t)], = 0, where the path 
starts and ends at t = O. 

The roots of the indicial equations around ta = i 
and t4 = -i are 0, 1,2, {3a = -ic/2, and 0, 1,2, (34 = 
ic/2, respectively. As before two solutions 1/;a(t) and 
1/;4(t) of (3.24) exist, the first defined around t = i, 
the second around t = - i, which can be expressed 
by the convergent series 

1/;3(t) = (t - i)-ic/2[1 + h1(t - i) 

+h2(t-i)2+ ... ], It-il<l, 

1/;4(t) = (t + i)ic/2[1 + i1(t + i) 

+ j2(t + i)2 + ... ], It + il < 1. 

(3.28) 

(3.29) 

The remaining two independent solutions of (3.5) 
can now be defined by 

V3(Y) = 2'1ri~(Y) r ["-11/;3(t) dt, (3.30) 

V4(Y) = 2'1ri~(Y) r r 1
1/;4(t) dt, (3.31) 

where la and l4 are shown in Fig. 2; they are analytic 
for 

Re y > O. (3.32) 

Four independent solutions of the fourth-order 
linear difference equation (3.5) have been found: 
Vl and Vz defined and analytic for Re y > -1 + 
11m cl/2; Va and v. defined and analytic for Re Y > O. 
For Re y < -1 + 11m cl/2 and Re Y < 0 the 
analytic continuation of Vl, Vz and Va, V., respectively, 
is defined by the difference equation (3.5), i.e., 

v.(y) = -[P4(Y)V.(Y + 4) + Pa(Y)v.(y + 3) 

+ pz(y)v.(y + 2) + 2av.(y + 1)]; 

8 = 1,2,3,4. (3.33) 

This definition makes all four solutions analytic in 
the whole y plane. 

t-Plane t-Plane 

FIG. 2. Integration paths la, l. for va(Y), v.(y). 

As a next step these functions are expanded in 
inverse factorial series and their behavior is in­
vestigated as y -t ex> in the right-half-plane, from 
now on indicated by y -t I ex>. It is first observed 
thatforRey> y. (Y. = -1 + I Imcl/2for8 = 1,2 
and 0 for 8 = 3, 4), Vl, Vz, Wa, W4 can be expressed 
in the general form 

u,(y) = -2
1 .J to

-
1(t - t.)P'I.(t) dt, (3.34) 

'Ir'l. I. 

where I.(t) is analytic at t = t. but singular at t = O. 
The singularity at t = 0 is regular for !aCt) and 
I.(t), but irregular for Mt), fz(t). In the first case 
(8 = 3, 4) it is a familiar fact of the theory of linear 
difference equations (Ref. 2, Chap. VIII; Ref. 10, 
pp. 485-487; Ref. 11, pp. 61-64) that, if a sufficiently 
large positive number w is selected, u.(y), except 
for a constant factor, can be expressed in the follow­
ing form: 

( ) tY r(y/w) (al( ) 

U. Y = 'r(y/w + (3. + 1) n y. (3.35) 

where 

g('l 
X n 

(y + w{3, + w)(y + w{3. + 2w)· .. (y + w{3. + nw) 
(3.36) 

is an inverse factorial series convergent for Re y > y •. 
It may be seen from Fig. 2 that the paths la, l4 can 
be deformed into the circles It - il = 1 and It + il = 1, 
respectively. As a result of this possibility it is 
allowed to take in this case w = 1 (Ref. 10, pp. 
485-487; Ref. 11, pp. 61-64). For additional details 
Ref. 1 is cited. The above expansions, except for 
a constant factor, are immediately applicable to 
va,(Y) = wa,(y)/r(y) with w = 1, ta, = ±i = e±ir/z, 
(3a, = -=ric/2. The inverse factorial series n(a) (y), 
n(4)(y) converge uniformly for Re y > O. Their 
coefficients g~a), g~4) can be obtained by standard 
methods [starting from the integral representations 
(3.30), (3.31), term-by-term integration, and use of 
the integral representation of the beta function], 
or by direct substitution into the difference equa­
tion (3.5) and application of the method of unde­
termined coefficients. They will be found explicitly 
later using the former method. The analytic con­
tinuation for Re y < 0 is again provided by (3.23) 
making Va and V4 analytic throughout the y-plane. 
From now on these definitions are adopted for Va, V4 
instead of the original integral forms (3.30), (3.31). 
They are constant multiples of the latter. 
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When t = 0 is an irregular singular point of f,(t) 
in (3.34), convergent expansions of the form (3.35) 
and (3.36) can not, in general, be obtained. How­
ever, with w = 1 these expressions provide at least 
an asymptotic expansion for u.(y) as y ~ co in 
the sector - h + E < arg y < !7r - E (E > 0 
and arbitrarily small) (Ref. 2, pp. 309-318; Ref. 3, 
pp. 70-74; Ref. 10, pp. 457-459; Ref. 12). Therefore, 
except for a constant factor, the following relations 
are valid 

(3.37) 

(2) 

+ (y + i)(y + 2) + ... (3.38) 

The above expressions hold in the sector -!7r + 
E < arg y < !7r - E. The coefficients g!'), 8 = 1, 2 
can be determined by both methods mentioned 
previously, the only difference being that the process 
is now at least formal. As is seen in the following 
it is not necessary to find them explicitly. 

The linear independence of the so obtained solu­
tions VI, V2, Va, V4 can be demonstrated by referring 
to Norlund's theorem (Ref. 3, pp. 70-74; Ref. 12; 
Ref. 1) or by making use of a general theorem given 
in Ref. 10 (p. 360), based upon the behavior of the 
solutions v,(y) as y ~ I co, which is now known. 

For Va, V4 two convergent and for VI, V2 two at 
least asymptotic expansions have been obtained in 
terms of inverse factorial series valid in a half-plane 
limited to the left. It is a fact of the theory of linear 
difference equations that when Iyl is large (without 
any limitation to the left), the corresponding expan­
sions n('\y), though not necessarily convergent any 
more, are in any case developable asymptotically 
in series of the same form (Ref. 2, pp. 309-319; 
Ref. 10, pp. 457-459; Ref. 1). Thus, it is possible 
to write 

I'I(Y) ( 1)" 1 + Et(Y) 
a y(y + 1)(y + 2)' 

(3.39) 

v2 (y) = (- it 1 +yE2(Y); 
----

12 N. -E. Norlund, Acta Math. 34, 16 (1911). 

where 

iYn(a)(y) 
Va(Y) = r(y + 1 - iC/2); 

( -i)"n(4)(y) 
viy) = r(y + 1 + ic/2) , 

lim E.(Y) = 0, s = 1,2, 
Ivl-O) 

(3.40) 

(3.41) 

(.) 

n("(y) I"oJ 1 + gt. 
tyt~m y + 1 =t= w/2 

g(S' 

+ (y + 1 =t= iC/2)(Y + 2 =t= ic/2) 

+ "', 8 = 3,4; (3.42) 

the upper sign should be used for 8 = 3, the lower 
for 8 = 4. 

Asymptotic Expansions of RI(z), R.(z) 

The results of the preceding sections and Ford's 
theorems I and VI (Ref. 2, Chaps. I and VI, respec­
tively; Ref. 1) can now be applied to yield the asymp­
totic expansions of RI(z), R2(Z). For the latter func­
tion, the procedure applies only when 211 + 1 differs 
from an integer. As stated by Eqs. (3.7), (3.8), the 
particular solution v(y) of (3.5) is sought that 
satisfies the conditions 

v(n + 0") = an for all integers n 

(0"1 = 11 + 1, 0"2 = -11). (3.43) 

In terms of the four independent solutions of the 
fourth-order difference equation (3.5), defined in the 
preceding section, 

where A, B, C, D are constants. The connection 
between (3.5) and the recurrence formula (2.5) for 
the an's shows immediately that the four initial 
conditions 

v(-3 + 0") = 0, v(-2 + 0") = 0, v(-l + 0") = 0, 

v(O") = 1 (0" = 0"1 or 0"2) (3.45) 

[or, for that matter, any four such relations ob­
tained from (3.43) for different but arbitrary values 
of n] are enough for the satisfaction of (3.43) for 
all n. These conditions serve to determine the co­
efficients A, B, C, D of the linear combination (3.44). 
Deferring this matter for the moment it is possible 
to express the series 

m 

RI.(z) = z~ 1: a"zn 
n=Q 

m 

= z~ 1: v(n + O")Z"(O"l = 11 + 1, 0"2 = -11) ..-0 
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as follows: 

'" + C(izY L: G3(n)(izt 
n-O 

'" + D(-izY E G.(n)(-izr, (3.46) 
n-O 

where G,(n) = v.(n + u)/t;+a, tl = -a-\ t2 = -b-\ 
is = i, t4 = -i. In other words G.(n), when con­
sidered as functions of w = x + iy, are given by 

1 + El(W + u) . 
(W + u)(w + u + 1)(w + u + 2)' 

lim EI(W + u) = 0 (3.47) 
Iwl-co 

lim E2(W + u) = 0 (3.48) 
Iwl- IXI 

(3) 

0(3)(W + u) ,......, 1 + + ~ 1 . /2 
1.,1_", W u - tC 

(3) 

+ g2 + 
(w + u + 1 - ic/2) (w + u + 2 - ic/2) 

(3.49) 

G4 (w) = 0(4\W + u)[r(w + u + 1 + ic/2)r 1 

(4) 

0(4l(W + u) ,......, 1 + 01 . 
1.01_'" W + u + 1 + tc/2 

(4) 

+ ~ + 
(w + u + 1 + ic/2)(w + u + 2 + ic/2) 

(3.50) 

The functions G,(w) are analytic for all finite W just 
as the functions v.(w + u) are. For Re w > -u 
the expansions for 0(3) and 0(4) are convergent 
series. The above expressions show that Gl(w) and 
G2 (w) satisfy all the conditions of Ford's theorem I 
(subject to certain remarks and generalizations), 
while G3 (w) and G.(w) satisfy all the conditions of 
Ford's theorem VI (Ref. 2, Chaps I and VI; Ref. 1). 
Application of the ratio test to the four power series 
in (3.46) reveals that the first converges for Izl < lal, 
the second for Izl < Ibl, while the last two are entire 
functions. For large z the first two series can be 
expanded asymptotically using Theorem I, the last 
two by using Theorem VI. The process is· straight­
forward and details will be omitted. They can be 
found in Ref. 1, or, for a different example, in 
Chapter VIII of Ref. 2. With z = Izl e;~, -7r < cf> ~ 7r 

the final result is 

R () ,......, _ a ~ v -n u + D -",/4 -;,.- •• /2 1 + ~ ~ '" -( +) ['" (4) ] 

I, Z z L..J nee Z L..J ( .)" I 
n-1 Z n-I -tZ 

,......, _Za E V -n n U + Ce- H/4e;'z·c/2 1 + E ~"n , 
'" -( +) ['" (3) ] 

n-I Z n-1 (tz) 

,......, _Za E V -n n U + Ce- u/4e"z··/2 1 + L ~" n 
'" -( +) ['" (3) ] 

n-I Z n-I (tz) 

[ 

'" (4) ] + De-1fC/4e-i'z-ic/2 1 + L (~n. )n , 
1j=} tZ 

cf> = o. (3.51) 

Since ii( -n + u) = a_n = 0 (n = 1, 2, 3, ... ) 
the first term in all three expansions drops out. 
It is understood that U 1 = v + 1 must be used 
for Rl(z), U2 = -v for R 2 (z), when 2v + 1 differs 
from an integer. For large Izl the branch lines starting 
from z = -a and z = -b, for both Rl and R 2 , 

are drawn along cf> = 7r. This ray is excluded from 
the above expansions. Finally the problem is com­
pleted by evaluating explicitly the coefficients g~3) 
and g~4). Two standard methods have been outlined 
in the previous section [following Eq. (3.36)] and 
the first has been carried out in detail elsewhere 

(Ref. 1; see also Ref. 10, Chap. XV and Ref. 11, 
Chap. III), yielding four-term recurrence formulas 
for these coefficients. Omitting details the final re­
sults are 

3 

E T m(n)g~~m = 0; g~.) = 1; 

g~: = O(i = 1,2, ... ); 8 = 3,4, (3.52) 

To(n) = ±2in, (3.53) 

T1(n) = =r=i(n - 1 =r= ie/2)[n =r= !i(5a + 3b)] 

+ e(I =r= ia) ± iv(v + 1), (3.54) 
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T 2 (n) "'" (a + b)(n - 2 T io/2)2 + 2b(1 T ia) 

X (n - 2 T ic/2) - (a + b)v(v + 1), (3.55) 

Ta(n) = ±iab(n - 3 - v T ic/2) 

X (n - 2 + v T ic/2) , (3.56) 

where in the last four expressions the upper sign 
is used for 8 = 3, the lower for 8 = 4. Obviously, 
for real a, b 

(real a, b). (3.57) 

It remains to identify the asymptotic series in 
(3.51) with the expansions (2.30) for Ra and R, 
that have already been obtained independently. This 
can be done without difficulty, for example by 
evaluating 

gia.) = -Tl(1)/To(1) = ±i{!c 

+ [(Tio/2)(1 T ic/2) - v(v + 1) - cb](±2~Tl}. 

It is then obvious that the corresponding expansions 
in (3.51) are simply Ce- rc

/
4Ra(z) and De- rc

/
4R,(z). 

Summarizing, it may be stated that in an entirely 
independent manner the required expansions 

o < cf> < 11", 

AaRa(z) , -11" < cf> < 0, 

AaRa(z) + A4R.(z) , t/> = 0, (3.58) 
where 

Aa = Ce- rcI4
, (3.59) 

have been arrived at, in complete agreement with 
the results of the preceding section. At the same 
time, explicit relations have been obtained for the 
precise evaluation of the coefficients of the linear 
relations. This evaluation is carried out in the next 
section. 

A final remark may be added, based on (3.57). 
For real a, b, Z : Ra(z) = R4 (z), in agreement with 
(2.32), while R 1(z), R 2 (z) are real functions. There­
fore Aa = ..4, [from (3.58) and for cf> = 0], or C ~ jj 
for real a, b. 

4. DETERMINATION OF THE COEFFICIENTS 
OF THE LINEAR RELATIONS 

The Multipliers of v.(y) 

In view of (3.59), only C and D must be de­
termined. Four linear equations are obtained for 
A, B, C, D if (3.44) is substituted into the four 
relations (3.45). Their solutions can be written 

A = p,i 4 )(0" - 3), 

C = p,~4)(0" - 3), 

B = p,~4)(0" - 3), 

D = p,~4)(<T - 3), (4.1) 

where p,!4) (y) (8 = 1, 2, 3, 4) are the cofactors 
of the last row of the determinant P(y) divided 
by P(y) and where 

v1(y) v2(y) va(y) v4(y) 

P(y) = v1(y + 1) V2(y + 1) vaCy + 1) V4(y + 1) 

Vl(y + 2) V2(y + 2) va(Y + 2) v.(y + 2) 

v1(y + 3) v2 (y + 3) va(y + 3) v4(y + 3) 

(4.2) 

is Casorati's determinant (Ref. 10, Chap. XII; 
Ref. 11, Chap. I) for the four particular solutions 
v.(y) (8 = 1, 2, 3, 4) of (3.5). It satisfies the first­
order difference equation (Heymann's theorem) 

P(y+l) _ Po(Y) _ ---::-:-___ 1..,--,-__ ---:-
P(y) - P.(y) - ab(y + 3 - v)(y + 4 + v)' 

(4.3) 

whose solution is given by (Ref. 10, pp. 327-328) 

(
1 )" w(y) 

P(y) = ab r(y + 3 - v)r(y + 4 + v); (4.4) 

w(y) is, in general, an arbitrary periodic function 
of y with period 1. For the particular solutions 
v.(y) (8 = 1, 2, 3, 4), whose explicit behavior is 
known as y ~ I <Xl, the corresponding w(y) can be 
determined. Thus letting y ~ I <Xl, substituting 
(3.37), (3.38), (3.40), and (3.42) in (4.2), and making 
use of the relation (Ref. 2, Chap. VIII; Ref. 10, 
pp. 254-255) 

r(y + r) T-P 

( ) 
~ y , 

r y + p "~'" 

-11" + E < arg y < 11" - E, (4.5) 

it can be found l that w(y) = 2ic/(ab)a, i.e., a con­
stant. Therefore 

(
1 )'+3 2ic 

P(y) = ab r(y + 3 - v) r(y + 4 + v)" (4.6) 

It is now convenient to introduce the so-called 
multipliers N.(y) (8 = 1, 2, 3, 4) of the solutions 
v.(y) of (3.5) (Ref. 10, pp. 372-374): 

N.(y) = p,!4)(y + 1)/P4(y) 

= p,!4)(y + I)P(y + 1)/P(y) , (4.7) 

where Po(y) = 1 was used in writing the second 
expression. From their definition it is always pos­
sible to write them in determinantal form. With 
Po(y) = 1 they are simply the negatives of the 
cofactors of the first row of P(y) divided by P(y). 
Using (4.7) in (4.1) it is possible to express A, B, C, D 
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as follows: 

A 

B 

C 

D 

N](y) 

[ab(y + 3 - l')(y + 4 + v) N 2(y) 
Na(y) 

N 4 (y) 
(4.8) 

where u = v + 1 is used for the expansion of R1(z), 
u = -v for that of R2 (z). 

The behavior of N.(y) as y ~ I co can also be 
found as was done for P(y): 

( _a)"+a 
N1(y) '" -- y, 

'11_100 C 

(4.9) 

'" -!(ori)"r(y + 4 + v)y-·-H-iC!2. (4.10) 

The two expansions given for N 3, N 4 are asymp­
totically equivalent, as may be shown with the use 
of (4.5). 

The Adjoint Difference Equation 

It is a well-known fact that the multipliers N.(y) 
are independent solutions of the difference equation 
adjoint to (3.5), i.e., they satisfy (Ref. 10, pp. 
372-374; Lef. 11, Chap. I) 

4 

L Pm(Y + 4 - m)N(y + 4 - m) = o. 
m-O 

Direct application of Laplace's transformation to 
this equation yields two solutions proportional to 
N1(y) and N 2 (y), as may be seen by comparing 
their asymptotic behavior as y ~ I co with (4.9). 
In order to determine N3(Y) and N 4 (y) put 

N(y) = r(y + 4 + l')M(y), (4.11) 

to obtain the difference equation 

~WM~+~+~WM~+~+~WM~+~ 

+ Ql(y)J.lJ(y + 1) + Qo(y)M(y) = 0, (4.12) 

where 

r(y + 4 + v + 8) 
Q.(y) = P4-.(y + 8) r(y + 5 + v) ; 

8 = 0,1,2,3,4. (4.13) 

The equation can be solved by application of La­
place's transformation; the integral representations, 
defining analytic functions in a certain right half­
plane, are then expanded into inverse factorial 
series, asymptotic for y ~ I co, as was outlined 
previously for V3(y), v4(y); proportionality factors 
can be determined comparing with (4.10); the con­
tinuation of these solutions to the left is provided 
by the difference equation itself, resulting in N 3 (y), 
N 4 (y) having simple poles at 

y = v - 3 - nand y = - v - 4 - n, 

n = 0, 1,2, ... . (4.14) 

Details, omitted here, can be found in Ref. 1. The 
final results for the asymptotic expansions follow: 

_ (±i)Y r(y + 4 + l')r(y) T() 
N4,(y) = 2 r(y + v + 3 =r= ic/2) y, (4.15) 

T( ) = 1 + d] + d2 + 
Y Y + v + 3 =r= ic/2 (y + v + 3 =r= ic/2)(y + 4 + v =r= ic/2) 

(4.16) 

Recurrence formula for the coefficients dn : 

1 6 

d" = -2 L Tm(x)d"-m; n m-] 
do = 1; J = 1, 2, 3, ... , (4.17) 

x = n + v or ic/2, 

Tl(X) = llx2 - [14l' + 17 or i(7a - 3b)]x + 4l'2 + 8l' - ac or i(4al' + 3c), 

T2(X) = -25x3 + [39l' + 102 or i(3b - I7a)]x2 - [I8l + 8Il' + 89 + ab - 3a2 ± i(9b - a(16l' + 39»]x 

+ 2l'3 + IOl'2 + (12 - a2 
- ab)l' - 3ac or i[(3a + b)l'2 + (lla + b)l' + 3c], 

Ta(X) = x{30xa - [56l' + 228 ± i(b - 19a)]x2 + [3(IV + 85l' + 172 - a2) ± 2i(3b - a(12l' + 50))]x 

- 6l'3 
- 65v2 + (2a2 - 245)v + 9a2 - 330 ± i[(7a + b)l + (55a + b)l' + 108a - 8bll, 

T.(X) = x(x - I)(x - v - 5)[ -20x2 + (24v + 122 or ilOa)x + a2 - 7v2 - 67v - 174 ± i2a(3v + 16)], 
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TS(X) = X(X - 1)(x - 2)(x - P - 6)(x - P - 5)(7x - 4p - 25 ± 2ia) , 

T6(X) = -x(x - l)(x - 2)(x - 3)(x - P - 7)(x - P - 6)(x - P - 5). (4.18) 

Throughout the above relations the upper sign is used for N 4(y), the lower for Na(y). 
Different but equivalent expansions for N.(y), Ns(Y) can be found by employing Boole's operational 

method for solving difference equations with rational coefficients, as explained in Ref. 8, pp. 434-461. 
It is essentially the method of undetermined coefficients, completely analogous to the method of Frobenius 
for differential equations. The final results are 

N ( ) = _ (±iY r(y + 4 + p)r(y + 3 - )1) 'P( ) 
4, y 2 r(y + 6 =F io/2) Y , 

(4.19) 

T( ) = 1 + d} + d2 + ... 
y y + 6 =F ic/2 (y + 6 =F ic/2)(Y + 7 =F ic/2) 

(4.20) 

Recurrence formula for the coefficients dn : 

do = 1; j = 1,2,3, .•. , (4.21) 

x = 2 - )1 - n ± ic/2, 

fo(X) = x(x - l)(x - 2)(x + 2p + l)(x + 2p)(x + 2p - 1), 

Mx) = 2(x - l)(x - 2)(x + 2p)(x + 2p - 1)(3x + 3p - 3 =F ia), 

Mx) = (x - 2)(x + 2p - 1) [14x2 + 4(7p - 10 =F i2a)x + 12p2 - 42p + 30 - a2 =F i4a(2p - 3)], 

ia(x) 16x3 + [48p - 90 =F i(lla - b)]x2 2[2Ov2 
- 94p + 85 - a2 =F i«lla - b)(v - 2) + b)]x 

+ 8p3 - 84p2 + (184 - 2a2)v + 4a2 
- 108 =F i[8ap2 + (7b - 47a)p + 44a - 8b], 

f.(x) 9x2 + [18p - 39 =F i2(3a - b)]x + 8p2 - 40v + 42 - a{) =F i[2(3a - b)p + 7b - 15a]. (4.22) 

The sign convention is the same. 
The inverse factorial series in all these expressions 

are at least asymptotic for large IYI. It is also obvious 
that for real a, b : d!a) = J!41. Then N3{Y) = N4 (y), 
or for real y: Na(y) = N4 (y). From (4.8) it may be 
seen that in this case C = D, for both Rl and R 2, 

a fact that was inferred previously, Eq. (3.60), 
through different considerations. 

C and D may now be evaluated using (4.8), 
with y = (j - 4 = v - 3 for R1(z) and y = -v - 4 
for R 2 (z), when, in the latter case, 2p + 1 differs 
from an integer. In general, the expansions given 
will not be useful for direct evaluation of N(v - 3) 
and N( -p - 4). However, N 4 (y) and Na(y) may 
be evaluated at y, y + 1, y + 2, y + 3 with an 
adequately large y and then the difference equation 
satisfied by N{y) can be used to obtain N(y - 1), 
N(y - 2), etc., up to N(p - 3) and N( -v - 4). 

All these considerations can be expressed in a more 
compact and general form, which will also prove 
advantageous in the next section, where the special 
case of integral values for 2)1 + 1 is investigated. 

Starting from (4.2), the definition of Casorati's 
determinant, multiply the first, second, third, and 
fourth columns by A, B, C, D, respectively, add 
columns, use the sum as the new fourth column 
and make use of (3.44) to obtain 

D = P4(y)/P(y), (4.23) 

where P4 (y) is Casorati's determinant for the set 
of solutions VII V2, Va, vof the difference equation (3.5). 
Thus D is equal to the constant ratio of two 
Casorati's determinants of this equation, differing 
only in their last column. Development of P4(y) with 
respect to its last column yields 
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Vl(Y) V2 (Y) Va(Y) V1(Y) V2 (Y) Va(Y) 
D= fJ(y + 3) 

v1(Y + 1) V2(Y + 1) va(Y + 1) 
fJ(y + 2) 

v1(Y + 1) v2 (Y + 1) Va(Y + 1) P(y) - -P(y) 

vJ(Y + 2) v2 (Y + 2) V3(Y + 2) 

v1(Y) v1(Y) va(y) 
+ fJ(y + 1) 

P(y) v1(Y + 2) v2(Y + 2) va(Y + 2) 

1I1(Y + 3) V2(Y + 3) va(y + 3) 

CalL(a), (b), (c), (d) the four terms of this equation. 
Recall the definition of N 4 (y) as the minor of the 
upper left element of P(y) divided by P(y) and use 
P(y + 1) = P(Y)/P4(Y) to obtain 

(a) = [v(y + 3)/P(y)]P(y - I)N4 (y - 1) 

= fJ(y + 3)P4(Y - I)N4(y - 1), (4.25) 

Cd) = -fJ(y)N4(Y)' (4.26) 

For (b) substitute the elements of the last row by 

v.(y + 3) = -[Pa(Y - 1)v,(y + 2) 

+ P2(Y - l)v.(y + 1) + 2av,(y) 

+ v.(y - 1)]/P4(Y - 1); s = 1, 

2, 3 and break it up into four determinants with 
the same upper two rows, as in (b), and with last 
rows containing each of the four terms in the above 
expansion, respectively. The second and third of 
these determinants vanish having two proportional 
rows. The remaining terms lead to 

(b) = v(y + 2)Pa(Y - 1)N4 (y - 1) 

+ fJ(y + 2)P4(y - 2)N4(y - 2). (4.27) 

Treating the elements of the first row in (c) in a 
similar way yields 

(c) = -fJ(y + 1)N4(y + 1) - 2afi(y + 1)N4(y). 
(4.28) 

Substitution in (4.24) finally yields 

D = fJ(y + 2)P4(Y - 2)N4(y - 2) + [fi(y + 3)P4(y - 1) 

+ fJ(y + 2)Pa(Y - 1)]N4 (y - 1) - [fi(y) 

+ 2av(y + 1)]N4(y) - v(y + 1)N4(y + 1). (4.29) 

For y = n + u and the relation v(n + u) = an, 
for any integer n, the last expression reduces to 

D = an+2P4(n-2+u)N4(n-2+u) +[an +aP4(n-1 +u) 

+ aJl +2Pa(n - 1 + u)]N4(n - 1 + u) 

- [a .. + 2a an +1]N4(n + u) - an +lN4 (n + 1 + u). 
(4.30) 

v1(Y + 3) v2 (Y + 3) va(Y + 3) 

v1(Y + 1) v2(Y + 1) va(y + 1) 
v(y) 

v1(Y + 2) v2(Y + 2) va(y + 2) . (4.24) - P(y) 

v1(Y + 3) v2(Y + 3) va(y + 3) 

For an appropriately large value of n, the four values 
of N 4 (y) appearing in (4.30) can be evaluated from 
the asymptotic expansions given previously. The 
computations are checked automatically if more 
than one value of n, not necessarily consecutive, 
are used, the result being independent of n. At the 
same time the accuracy of evaluation is revealed. 
For n = -3: D = P4(U - 4)N4(u - 4) is obtained, 
as in (4.8). C is given by the same equation (4.30), 
if Na(y) is substituted in place of N 4(y). 

5. THE LOGARITHMIC SOLUTION: 
2v + 1 = INTEGER 

Asymptotic Expansion of R2(z) for Large Izl 
For the coefficients Bm of the logarithmic solution 

R 2 (z) the recurrence formula (2.23) has been ob­
tained in Sec. 2. The initial conditions are given 
by (2.21). An equivalent set is 

Bo=O, B_1 =bod2v, B-2=bod2V-lJ B_a=bod2P_2, 
(5.1) 

where bo, d2., d2P - l , d2l - 2 are definite numbers ob­
tained in Sec. 2. Now write m + 4 for m in (2.23) 
and replace am by v(m + v + 1). Next introduce 
in place of m + v + 1 the general variable y and 
in place of Bm the function v(y) such that 

v(m + v + 1) = Bm = b2v + 1 +m 

for all integral values of m. (5.2) 

As a result (2.23) assumes the form 

P4(Y)V(Y + 4) + Pa(Y)v(y + 3) + P2(Y)V(Y + 2) 

+ Pl(Y)V(Y + 1) + Po(Y)v(y) = Q2(y)V(y + 4) 

+ Ql(y)V(y + 3) + qo(Y)v(y + 2), (5.3) 

where the right-hand side is identical with (3.5), 
(3.6), while 

q2(y) = Fo(Y + 4) = -ab[2(y + 4) - 1] 

= -dp4(y)/dy, 
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ql(y) = F1(y + 3) = -2(a + b)(y + 3) (5.4) where 

+ 2b = -dps(y)/dy, 

qo(Y) = F2(y + 2) = -2y - 3 = -dp2(y)/dy. 

The last expressions for q,(y) may be obtained from 
(3.6) by differentiation. D(y), in the right-hand side, 
is given by (3.44) as the particular solution of (3.5) 
which corresponds to R 1(z) and which satisfies 
D(n + " + 1) = a .. ; it has been determined in 
Sees. 3 and 4. 

The corresponding to this case difference equation 
turns out to be an inhomogeneous equation, whose 
homogeneous part is identical with (3.5). The par­
ticular solution v;(y) of this equation is sought, 
which satisfies the conditions (5.2), in which B", may 
be considered as definite, given constants. As before 
for R 1, just four of these conditions are sufficient. 
The general solution of (5.3) consists of the general 
solution of the homogeneous equation plus a par­
ticular solution V5(y) of the inhomogeneous equation 
(Ref. 10, Chap. XII), i.e., 

v;(y) = Ev.(y) + Fv2(y) + Gva(y) + Hv4(y) 

+ V5(y) = V(y) + V5(y), (5.5) 

where v,(y) (8 = 1, 2, 3, 4) are the four particular 
solutions of (3.5) corresponding to R 1(z) and de­
termined in Sec. 3, while E, F, G, H are constants, 
which will be determined so that four of the initial 
conditions (5.2) are satisfied. Now write v(y) for 
v(y) in (3.5) and differentiate the equation with 
respect to y. Making use of (5.4) and the relations 
dpl(y)/dy = dpo(y)/dy = 0 it can be seen that a 
particular solution of (5.3) is 

., 
u 1(z) = (In Z)Z·+1 L: li(n + " + l)z" 

..~o 

., 

+ ZHI L: v5(n + " + 1)z", (5.8) 
.. ~O 

., 

U2(Z) = ZP+l L: V(n + " + l)z" = Z·+1 
n=O 

., 

X L: [Ev.(n + " + 1) + Fv2(n + " + 1) 
.. -0 

+ Gva(n +" + 1) + HV4(n +" + 1)]z": (5.9) 

For large Izl the asymptotic expansion of U2(Z) is 
obtained in exactly the same manner as for R 1(z) 
with u = " + 1. Thus, as in (3.51) 

( ) 
.+1 ~ V( -n + " + 1) 

U2 Z f'-' -z L..J .. 
n-l Z 

+ He- rcI4R4(Z) , 0<4><11', 

_ Z·+1 t V(-n -J:" + 1) 
.. -I Z 

+ Ge- rc
/
4R a(z), -11' < 4> < 0, 

_ zp+· t V(-n -J:" + 1) 
.. -1 Z 

4> = 0, (5.10) 

where the bracketed series expansions in (3.51) have 
been identified with e±;·z±;c/2R4 • 3 (Z). 

Next consider u 1(z). By making use of (5.6) it 
can be put in the form 

u1(z) = [auaCz~J ' 
au ,-.+1 

(5.11) 

(5.6) where 

where A, B, C, D are the definite constants cor­
responding to R 1(z) with u = " + 1 and obtained 
in Sec. 4. A complete solution of (5.3) has thus been 
found. 

The asymptotic expansion of R 2 (z) for large Izl 
is obtained as before, for R1, by making use of 
Theorems I and VI. From its definition (2.25) and 
the preceding expressions (5.2) and (5.5), R2 (z) can 
be put in the form 

2. 

R 2 (z) = z-· L: bnz" + u1(z) + U2 (z) , 

izl < min (Ial, Ibl), (5.7) 

., 

ua(z, u) = z· L: D(n + u)z", 
.. -0 

!zJ < min (Jal, Ibl). (5.12) 

In fact the part u 1(z) in R2, in the form shown by 
(5.11), could be written down from the start, if, 
in order to obtain the logarithmic solution R2, the 
general method of Frobenius had been followed, as 
applied in this special case and explained in Ref. 7 
(pp. 396-404). The asymptotic expansion of ua(z, u) 
for large Izl can be written down in exactly the 
same manner as for R 1 (z) and u 2 (z), using u as a 
variable parameter 
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( ) "-' " ~ vC -n + 0') 
Ua Z, 0' -z W " 

Izl--><:o n=l Z 

+ De- H !4R4 (z), o < cp < 'IT, 

" ~ v(-n + 0') 
I"J -Z L...J n 

1.1-+00 n=I Z 

+ Ce-~d4R3(Z), 
" ~ v(-n + 0') 

-Z L.J n 
Izl-co n=l Z 

The parameter 0' varies around the root" + 1 of the 
indicial equation about z = 0 of Eq. (2.4). In (5.12), 
the function ua(z, 0') is defined for Izl < min (Ial, Ibl), 
bya uniformly convergent series of analytic func­
tions of u [v(y) was proved to be analytic for all 
y and z" is an analytic function of uJ and can, there­
fore, be differentiated any number of times with 
respect to u (Ref. 11, p. 400). On the other hand, 
in the asymptotic expansion (5.13) the dependence 
of ua(z, u) on u appears (for z in any sector) only 
in the series 

_ z" i: v( -n,,+ 0') • 
n=l Z 

Each term of this series is an analytic function of 0'; 
in particular, for u = ,,+ 1: v(-n +" + 1) = 
a_" = 0 (n = 1, 2, ... ), i.e., each term of the series 
vanishes. Then, with u varying in the vicinity of 
" + 1 and for sufficiently large Izl, 

" ~ v(-n + u) 
-z W " ,,-1 Z 

is a uniformly convergent series of analytic functions 
of u. Therefore, differentiation with respect to u any 
number of times is again permissible. Based on these 
remarks the asymptotic expansion of dUa/ dO' may 
be obtained by differentiation of (5.13) 

OU3(Z, u) (1) " ~ v( -n + a-) "-' - nz z w----au Izl-+oo n=l zn 

_ z" i: dv(-n + 0') 1 
n-1 a( -n + 0') z'" 

-'IT < cp < 'IT. (5.14) 

Letting u = " + 1, use (5.11), (5.6), and v( -n + 
" + 1) = 0 (n = 1, 2, ... ) to obtain 

( ) 
v+1 ~ v5( -n + " + 1) 

U 1 Z "-' -z W n • 
I zl_co 71.=1 Z 

(5.15) 

This result can be combined with the first term of 
U2(Z) in (5.10); in connection with (5.5) and (5.2) 
the combination yields 

_ZV+1 i: Vie -n ~ " + 1) = 
n=1 Z 

v+l ~ b-n + 2v + 1 
-Z W n 

n=l Z 

2,+1 b 
1'+1 '" -n+2Jf+l 

-Z L..,., n t 

,,-1 Z 

where b_ 1 = b_ 2 = ... = 0 was used to reduce 
the series into a finite sum. Change of the summation 
index, n = 2" + 1 - m, yields 

,+1 mL:-
o 

bm -v L:
2

' b '" -z -- = -z Z 
2v+l-m m 

m=2" Z 11£=0 

and this exactly cancels the finite sum in (5.7), 
which, of course, remains unchanged for large Izl. 
Therefore 

o < cp < 'IT, 

A23R3(Z) , -'IT < cp < 0, 

A23R3(Z) + A 24R4(Z) , cp = 0, (5.16) 

where 

(5.17) 

The result is in agreement with theory (Ref. 7, 
pp. 168-174; Ref. 8, pp. 72-73) and analogous to 
the result for R 1 (z). 

Determination of the Coefficients G, H 

Following the steps that led from Casorati's de­
terminant (4.2) to expression (4.23) for D, it is 
possible to obtain a similar expression for H by 
making use of the equation 

VJy) - v'(y) = Ev1(y) + FV2(Y) 

+ Gv3 (y) + HV4(Y)' (5.18) 

It follows that H = P4(y)/P(y), where P 4 (y) is 
Casorati's determinant for the set of solutions Vi> V2, 
Va, Vi - V' of the difference equation (3.5). Moreover 
the procedure that led from (4.23) to (4.29) shows 
that H may be expressed as follows 

H = [v;(y + 2) - v'(y + 2)]P4(Y - 2)N4 (y - 2) + ([v,(y + 3) - v'(y + 3)]P4(y - 1) 

+ [v.(y + 2) - fJ'(y + 2)]P3(y - 1) IN4(y - 1) - (v.(y) - v'(y) + 2a[v i (y + 1) 

- v'(y + I)JlN4(y) - [v.(y + 1) - v'(Y + I)]N4(y + 1). (5.19) 
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Differentiation of (4.29) with respect to Y followed by addition with (5.19) yields 

H = v.(y + 2)P4(Y - 2)Niy - 2) + [Vi(Y + 3)piy - 1) + vi(Y + 2)Pa(Y - 1)]N4(y - 1) 

- [Vi(Y) + 2av.(y + 1)]N.(y) - Vi(Y + 1)N.(y + 1) + v(y + 2)(d/dy)[P.(y - 2)N.(y - 2)] 

+ v(y + 3)(d/dy)[P.(y - 1)N.(y - 1)] + v(y + 2)(d/dY)[Pa(Y - 1)Niy - 1)] 

- [v(y) + 2av(y + 1)][dN.(y)/dy] - v(y + 1)[dN.(y + 1)/dy]. 

Finally set y = n + v + 1 and use vi(n + v + 1) = B n , v(n + v + 1) = an to obtain 

H = [Bn+2P.(n + v - 1) + a"+2p~(n + v - I)]N.(n + v - 1) + [Bn+ap.(n + v) + Bn+2Pa(n + v) 

+ an+apHn + v) + an+2p~(n + v)]N.(n + v) - [Bn + 2aBn+l]N.(n + v + 1) - Bn+lN.(n + v + 2) 

+ an+2P.(n + v - 1)NHn + v - 1) + [an+ap.(n + v) + an+2Pa(n + v) ]N~(n + v) 

Exactly the same expression gives G, if Na(y) is substituted in place of N.(y). 

1147 

(5.20) 

(5.21) 

An expression for N'(y), at least asymptotic for y -? I co, can be found by direct differentiation of (4.15), 
(4.16), or (4.19), (4.20) (Ref. 10, pp. 434-461 and 457-459). The corresponding results are 

Nt(y) = [±!i1l" + if;(y + v + 4) + if;(y)]N4 .(y) + !(±~'). r~;y++vv++34~~lc) 

X [if;( + + 3 T 1.' ) + dl if;(y + V + 4 T !ic) + d2 if;(y + V + 5 T !ic) + ... ] 
y V 2~C Y + V + 3 T !ic (y + v + 3 T !ic)(y + v + 4 T !ic) 

(5.22) 

NUy) [ l' + ./,( + + 4) + ( + 3 )]N () + I( ')" r(y + v + 4)r(y + 3 - v) ±"2~11" 'Y y V if; Y - v .. Y "2 ±~ r(y + 6 T !ic) 

X [if;( + 6 T J.ic) + d1 if;(y + 7 T !ic) + d2 if;(y + 8 T !ic) + ... ] (5.23) 
y 2 y + 6 T !ic (y + 6 T !ic)(y + 7 T !ic) , 

where if;(z) = r'(z)/r(z), if;(z + 1) = if;(z) + l/z and if;(1) = -1' = Euler's constant. 
It may be seen from the above results that for real a, b : G = H. H(G) have been expressed in terms 

of N., N~ (Na, ND only, just as D(C) were found in terms of N. (Na). The remarks following (4.30) and 
concerning the computation of C, D apply to the numerical evaluation of G, H as well. For large n, rex) 
and if;(x) are easily evaluated with the use of their well-known asymptotic expansions 

) 
-z z-! )![ 1 1 139 571 163879 5246819 ] 

rex "'" e x (211" 1 + 12x + 288x2 - 51840xa - 2488320x4 + 209018880x5 + 75246796800x6 - .•• 
(5.24) 

1 1 1 1 1 1 691 1 
if;(x) "'" In x - 2x - 12x2 + 120x4 - 252x6 + 240x8 - 132x lO + 32760X l2 - 12x14 + (5.25) 

Even for x = 2, the second series yields if;(2) with 
an accuracy of six decimals, while the same is true 
for rex) and x = 3. 

Notice, however, that n cannot be given very 
large values in (4.30), (5.21). Since an'S and Bn's 
are involved in these relations and the accuracy 
of their evaluation diminishes as n increases, there 
is a limitation to the values of n that can be used. 
It was also observed that for large n the summation 
of the terms in the right-hand sides of (4.30) and 
(5,21) destroyed the accuracy rapidly by eliminating 

the first significant decimals of the individual terms. 
In each particular case, i.e., for given values of a, b, 
there is an optimum range of values of n for which 
(4.30) and (5.21), with a given accuracy of computa­
tion, yield the most accurate results. Additional 
remarks regarding the numerical evaluation of C, D, 
G, H, as well as of the functions RiJ R 2, R a, R., 
can be found in Ref. 6. 

As an indication, a few results are given, obtained 
with eight-decimal machine computations for the 
special case a = 12, b = 10, c = 2, C = D, G = H, 
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1i D 

1 4.14617 - i4.06427 
3 -133.193 + i117.365 
5 (1.24526 

7 
- iO.9658oo) X 1()4 

( -2.32660 

9 
+ i1.5730) X 1QG 

(7.2577 - i4.2497) X 106 

1i x 
~(x) from 

convergent series 

1 12 38.0483 
14 114.081 

3 12 -327.000 
14 -401.884 

5 12 1. 46444 X 1 ()4 
14 7.44758 X 103 

7 12 - 1. 95279 X 106 

14 -2.95473 X·105 

9 12 4.80712 X 108 

14 -3.75249 X 108 

H 

-252.508 - ~'265.563 
898.741 + i1306.918 
( -0.875955 

- i4.30989) X 1()4 
( -2.05026 

+ i3.83348) X 1QG 
(10.0441 

- i7.42212) X 108 

R.(x) from (5.16) 

38.1064 
114.082 

-326.902 
-401.875 

1.46278 X 10' 
7.44795 X 103 

-1.95571 X 106 

-2.95481 X 106 

4.80351 X 108 

-3.75230 X 108• 

Ra(x) = R,(x). Besides D and H, the values of R 2 (x) 
for x = 12 and x = 14 are given for II = 1,3,5,7,9. 

JOURNAL OF MATHEMATICAL PHYSICS 

These values of x fall in the overlapping region 
between the asymptotic series (5.16) for R2 and a 
convergent series obtained with the use of the trans­
formation (2.26). Both values of R2 are given for 
comparison. Rl is not given, since it is included in 
(2.25), defining R2 • 

For x = 14, falling roughly in the middle of the 
overlapping region in this case, the agreement is 
good up to five significant decimals. 

ACKNOWLEDGMENTS 

The author wishes to thank Professor R. W. P. 
King and Professor T. T. Wu of Harvard University 
for their advice and encouragement during the course 
of this work. The numerical computations were done 
at the Computation Center at MIT, Cambridge, 
Massachusetts. The generous allotment of computer 
time by the staff of the Center is hereby thankfully 
acknowledged. 

VOLUME 6. NUMBER 7 JULY 1965 

On Polynomial Systems in a Banach Ring * 
J. G. TAYLOnt 

Department of Applied Mathematics and Theoretical Physics, University of Cambridge, and 
Churchill College, Cambridge, England 

(Received 30 June 1964) 

We define and discuss equations on Banach rings (algebras) which are of polynomial form. We 
prove a local uniqueness theorem for the homogeneous case, and an existence and local uniqueness 
theorem for the nonhomogeneous case. In order to apply these results to the equations of Lagrangian 
quantum field theory we find it necessary to extend the concept of a ring to that of an n-ring. The 
resulting theory is applied to a simple model equation arising in quantum field theory. 

1. INTRODUCTION 

NONLINEAR problems are of great interest in 
theoretical physics. In particular the equations 

of quantum field theory and general relativity are 
highly nonlinear. The typical system of nonlinear 
equations is between a set of elements forming a 
linear space over the complex numbers. The non­
linearity in the system of equations allows a mul­
tiplication to be introduced in the linear space, so 

* The research reported in this document has been spon­
sored in part by the Air Force Office of Scientific Research, 
OAR, under Grant No. AF EOAR 63-79 with the European 
Office of Aerospace Research, U. S. Air Force. 

t Present address: Department of Physics, Rutgers, The 
State University, New Brunswick, New Jersey. 

turning the space into a ring. 1 The system of equa­
tions involves N elements (where N may be infinite), 
and is often in the form of the vanishing of a set 
of N polynomials in the N elements. The degree 
of these polynomials has a finite upper bound M. 
We call such a system of equations a polynomial 
system. Polynomial systems arise, for example, in 
Lagrangian quantum field theory.2 Here N is in­
finite, corresponding to the fact that there is no 
upper bound on the number of particles existing 

1 We are using the terminology of M. A. N aimark N ormed 
Rings (P. Noordhoff Ltd., Groningen, The Netherlands, 
1959), English transl. 

2 This is discussed in more detail in papers by this author 
in Nuovo Cimento Suppl. 1,857 (1963). 
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of these polynomials has a finite upper bound M. 
We call such a system of equations a polynomial 
system. Polynomial systems arise, for example, in 
Lagrangian quantum field theory.2 Here N is in­
finite, corresponding to the fact that there is no 
upper bound on the number of particles existing 

1 We are using the terminology of M. A. N aimark N ormed 
Rings (P. Noordhoff Ltd., Groningen, The Netherlands, 
1959), English transl. 

2 This is discussed in more detail in papers by this author 
in Nuovo Cimento Suppl. 1,857 (1963). 
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at anyone time. M is the degree of the interaction 
in the Lagrangian. The elements of interest are S­
matrix elements for different numbers of particles, 
and the nonlinearity is that obtained by multiplying 
together two S-matrix elements and integrating over 
a certain number of the particle momenta. A similar 
type of equation arises in the bootstrap approach 
to elementary particles, with both M and N finite. 

The homogeneous equations (involving no fixed 
elements of the ring), have been discussed recently 
from the viewpoint of representation theory for 
commutative rings.3 We wish to discuss here the 
more general case of not necessarily homogeneous 
polynomial systems in a not necessarily commutative 
ring. The equations we are considering are not ex­
pected to have an exact solution, so we must set 
up approximation procedures to solve them. The 
questions which we need to answer before doing this 
are: (a) do the equations have a solution? (b) if so, 
is this solution unique? 

In this paper we want to give answers to these 
questions for a certain class of polynomial systems 
on a normed ring. I We first give a precise definition 
of polynomial systems in the next section. We then 
show, in the third section, that for homogeneous 
polynomial systems solutions arbitrarily close to zero 
cannot occur. In the corresponding nonhomogeneous 
case we show in the fourth section that at least 
one nontrivial solution will occur. These results may 
be applied directly to certain simplified models of 
the quantum field equations. We do this for a 
simple case in the last section, after generalizing 
the notion of a ring in Sec. 5. 

2. POLYNOMIAL SYSTEMS 

We recall that a normed ringl R, sometimes known 
as a normed algebra, is a collection of elements 
x, y, z, ... which is a normed linear space over the 
complex numbers with the norm Ixl of x satisfying 
Ixyl ~ Ixi Iyl for any pair of elements x, y of R. 
Since we can always embed a noncomplete normed 
ring in a complete normed ring we will assume R 
is complete, and thus is a Banach ring. 

Let us consider N elements Xl, ... , XN in R, 
with N finite. A system of 8 polynomial equations 
of finite degree M will be of the form 

~ a(r)x", fiN 0 £..J D 1 ••• XN = , .. r = 1, ... ,8, (1) 

where the summation in (1) is over all values of the 
N-vector n = (nl1 ... , nN) with Inl = :E7cI n, ~ M. 
We say that this system is a homogeneous poly-

3 M. M. Broido, "On Homogeneous Equations," Cam­
bridge University preprint, 1964 (to be published). 

nomial system if 8 = N, and the N polynomial 
equations can be written in the form 

(2) 
n 

In (2) the summation is the same as in (1), though 
now b!r) = 0 if Inl = 0 or 1. Evidently every system 
of N polynomial equations is not a homogeneous 
polynomial system of the form (2). The results we 
derive in the next two sections may still be true 
for the more general system (1). 

We now extend (2) to a polynomial system as 
follows: we interpret the quantities b!r) in (2) as 
given elements of the normed ring, with the condi­
tion b!r) = 0 if Inl = 1. Thus we now allow an 
inhomogeneous term x~ on the right-hand side of 
(2). Then we have the 

Definition 1. A finite polynomial system on a 
Banach ring R is a set of N equations in the N 
elements Xl, .. , , XN of R of the form 

~ b(r) fI, fiN 
Xr = £..J D Xl ... XN , (3) 

D 

where the summation is over vectors n (nl1 n2, 
... ,nN) with Inl ~ M, b!r) = 0 if Inl = 1, and the 
b!r) are given elements of R. 

Definition 2. A homogeneous finite polynomial 
system on a Banach ring R is the same set of equa­
tions as in Definition 1 except that in addition 
b!r) = 0 if Inl = o. 

We may let N become infinite above, provided 
that the resulting series on the right-hand side of 
(3) are absolutely convergent for any set (Xl> X2, ••• ). 

Thus we have 

Definition 3. A polynomial system on a Banach 
ring R is a set of equations, one for each of a set 
of elements X"' where a runs over an arbitrary index 
set A, of the form 

~ be,,) II .. ~ x" = £..J D X~ , (4) 
D 

where the summation is over vectors n with compo­
nents n" satisfying Inl =:E"'A n" ~ M. The 
elements b!") are in R, and b!a) = 0 if Inl = 1. 
The series on the right of (4) must converge ab­
solutely in R for any choice of the set X~ and each a. 

This requirement means that for each a only a 
denumerable infinity of b!a) are nonzero. Also the 
condition Inl ~ M in the summation means that 
only a finite number of factors enter in the product x~~. 

From Definition 3 we may define a homogeneous 
polynomial system by adding to that definition the 
requirement b~a) = 0 if Inl = 0, for any a. 
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The case when A corresponds to the set of positive 
integers arises in quantum field theory,2 the homoge­
neous case arising for bootstrapped particles. 4 

3. HOMOGENEOUS POLYNOMIAL SYSTEMS 

We wish to prove that the only solution to a 
finite homogeneous polynomial system with Xl) ..• ,XN 

small enough is the trivial one Xl = X2 = ... = XN = O. 
A similar result should hold for the more general 
polynomial system of Definition 3, though our 
method doesn't immediately apply to it. 

To prove our result we consider the finite poly­
nomial system as defining a transformation on the 
direct product R X R ... X R = RN of R with 
itself N times. This transformation F is defined for 
any element X = (Xl' ..• , XN) of RN by x' = F(x), 
with 

(5) 

Let C be some positive number with Ib~r) I ::; C 
for all nand r. We introduce the product norm on RN; 

Ixi = sup IXil· (6) 
l'5:i'5:N 

Then from (5) and (6), for any two X(I), X(2) with 
Ix (I) I < f, Ix (2) I, < f, for some given positive f, 

Ix(1)' - x(2)'1 ::; Ch(f) Ix(I) - x(2)1, (7) 

where the function h(z) is defined by 

h(z) = L C Inl l-I. (8) 
InlSM 

The summation over n in (8) is only over Inl > 1, 
so h(f) is a decreasing positive function as f de­
creases. Thus we may choose an f small enough so 
that Ch(f) < 1. Also Ix'i ::; Cg(f) where 

g(z) = L CzD
• (9) 

n 

Again the summation in (9) is over all n with 
1 < Inl ::; M. Hence we may choose f small enough 
so that Cg(f) < f. If we let d denote the maximum 
value of f to satisfy both Ch(f) < 1 and Cg(f) < f, 
then for all X in RN with Ixi < d the transformation 
F maps this sphere into itself. From (7), F also 
satisfies the conditions necessary for application of 
the contraction mapping principle.6 Then there is a 
unique solution to the polynomial system (3) in the 
sphere Ixi < din RN. Since there is already the trivial 
solution X = 0, then this is the only solution there. 
This proves the 

Theorem 1. The only solution to a finite homoge­
neous polynomial system with Xl, .•• , XN small 

4 A. Salam, Nuovo Cimento 25, 224 (1962). 
6 M. A. Krasnoselskii, Topological Methods in the Theory 

of Non-Linear Integral Equations (Pergamon Press, Inc., New 
York, 1964), p. 141. 

enough is the trivial one Xl = X2 = ... = XN = O. 

We would like to extend this local uniqueness 
theorem to a global uniqueness theorem, as done 
by Broido.6 This is not possible, as is shown by the 
homogeneous polynomial system in two variables 

This has the solution X2 = e (the identity) for any 
Xl, as well as the trivial solution Xl = X2 = O. 
This example also shows that we may have an 
infinity of different solutions to the system. 

4. EXISTENCE OF A SOLUTION 

We now turn to the problem of constructing a 
solution for a not-necessarily-homogeneous finite 
polynomial system. If the system is homogeneous, 
the solution we construct will be the trivial one. 
For the nonhomogeneous system we may again con­
sider the mapping defined by the system. Now it 
is of the form X ~ F(x) + xeD>, where F(x) has the 
same expression as (5), with b~r) = 0 if Inl ::; 1, 
and xeD) is a given element of RN. We may again 
use the contraction mapping principle to prove the 
existence of a unique solution of the system 

X = xeD) + F(x) (10) 

in some sphere Ixl < d, provided d is chosen so that 
Ixo + F(x)1 < d if Ixl < d. This will be true if 

Ixol + Cg(d) < d. (11) 

We also require Ch(d) < 1, where h is the function 
given in Eq. (8). It is evident that if C is small 
enough (11) is satisfied for some d > Ixol. So we 
have proved that for some range of C small enough 
there exists a unique solution to (10) in some suitable 
sphere round the origin in RN. This proves the 

Theorem 2. For a suitable upper bound on the 
norms of the elements b~r) of R the nonhomogeneous 
finite polynomial system (3) has a unique nontrivial 
solution in some suitable sphere round the origin 
in RN. 

We cannot discuss the global problem by the above 
methods. However, the simple example of a non­
homogeneous polynomial system 

has the infinite set of solutions X2 = e, Xl arbitrary. 
This means that we cannot hope to give a global 
extension to Theorem 2, nor that we can extend 
the upper bound on the norm of the set of elements 
b~r) without limit in that theorem. 

6 M. M. Broido, "On the Complete Unitarity Equations 
for Pion-Pion Scattering," Cambridge University preprint, 
1964 (to be published). 
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5. A GENERALIZATION OF RING STRUCTURE 

In order to apply the results of Theorems 1 and 
2 to quantum field theory we have to extend the 
notion of a ring. We introduce the term n-ring for 
a set of elements a, b, ... which is a linear space 
over the complex numbers, and which has an opera­
tion of multiplication for any n of its elements, 
denoted by (a l ••• an). This operation is 

(i) multilinear in all its elements: 

(ii) distributive in all its elements: 

(iii) associative, in the sense that we may form the 
product of the 2n - 1 elements ai in sets n 
at a time, all in the same order, and the result 
always agrees with 

Evidently any n-ring R is also a (2n - I)-ring, 
and so on, but we assume there is no m < n so that 
R is also an m-ring, and the n-product is that 
generated by a suitable set of m-products. 

The notion of an n-ring for n > 2 appears to be 
new in the mathematical literature. A natural reason 
for this may be that up to now such a concept 
has not been useful to consider. However, such rings 
certainly appear in approximations to the equations 
of quantum field theoryZ and in bootstrap equations. 4 

We define a normed n-ring as an n-ring R which 
is a normed linear space for which the norm Ixl 
of x satisfies 

Then a complete normed n-ring will be called a 
Banach n-ring. 

We may extend Theorems 1 and 2 of the previous 
two sections to the case of polynomial systems on 
a Banach m-ring, where the terms on the right-hand 
sides of (3) and (5) only involve products defined 
in terms of the m-products, i.e., Inl only takes values 
m, 2m - 1, 4m - 3, ... , in the summations. 

'We hope to return elsewhere to an analysis of 
the algebraic and topological properties of n-rings. 

6. A MODEL FROM QUANTUM 
FIELD THEORY 

We consider the application of our two theorems 
to a simple model arising in quantum field theory. 

We consider a self-interacting-scalar particle with 
.L:~-l Pi = ° corresponds to energy-momentum con­
servation. We consider these variables as one dimen­
sional, and in a limited region of the real axis, say 
the interval (-a, a). We require that M is a sym­
metric function of its variables. We define a product 
of these symmetric functions of three variables as 

X Ml(Pl, -P4, -P5)Mz(Pa, P4, -Pa - P4) 

X Ma(Pz, Ps, -P2 - P5), (13) 

where the summation in (13) is over all permutations 
of the variables Pl, P2, Pa. If we introduce the norms 
on the functions as 

IMI = a sup IMI, (14) 

the supremum being over all values of the variables 
conserving momentum, then 

if a > (2a)!. Hence we may regard the set of sym­
metric functions of three variables satisfying mo­
mentum conservation, furnished with the product 
of any triple of elements (13) and with a norm (14) 
with a > (2a)!, as a Banach 3-ring. The triple 
product of (13) is not associative in the sense of 
Sec. 4. However, if we consider the polynomial equa­
tion, for some constant k and fixed vertex func­
tion M(o), 

(15) 

then the proofs of Theorems 1 and 2 go through. 
This is because the three products of a given element 
M of the 3-ring define an associative 3-ring. Hence 
we have the results that if M (0) == 0, the homoge­
neous (bootstrap) equation (15) has no solution 
except the trivial one, inside a certain sphere with 
center the origin. If M (0) ~ 0, then the inhomoge­
neous equation (15) has a unique solution inside a 
certain sphere with center the origin. We will discuss 
elsewhere7 the more interesting infinite polynomial 
systems which represent realistic Lagrangian field 
equations. 

ACKNOWLEDGMENT 

I would like to thank M. M. Broido for stimulating 
discussions on this and related questions. 

7 J. G. Taylor, "On the Existence of Field Theory," 
Rutgers Universit.y Preprints (unpublished). 



                                                                                                                                    

JOURNAL OF MATHEMATICAL PHYSICS VOLUME 6, NUMBER 7 JULY 1965 

Effect of n-Spin-Wave Interaction on the Low-Temperature Spontaneous Magnetization* 

TOHRU MORITA 

The Catholic University of America, Washington, D. C. 
AND 

TOMOYASU TANAKA 

The Catholic University of America, Washington, D. C., and 
U. S. Naval Ordnance Laboratory, White Oak, Maryland 

(Received 11 August 1964) 

For a Heisenberg model of a ferromagnet, it is known that the commutator of the Hamiltonian :Ie 
and theoperat()r 8.- = L.i8j- is proportional to 8 0-. From this fact, a conjecture is made on the low­
lying energy levels of two-, three-, ... , n-spin-wave problems. With the aid of the conjecture and the 
assumption that there is no low-lying n-spin-wave bound state, it is concluded that the contributions 
to the low-temperature expansion of the spontaneous magnetization due to two-, three-, ... , n-spin­
wave problems are of OCT'), O(T13/2), ... , O(Tfm/2-1), respectively. 

T HE low-temperature behavior of a Heisenberg 
ferromagnet is described well by the theory of 

spin waves introduced by Bloch.1 The leading cor­
rection to the ideal spin-wave approximation was 
first evaluated by Dyson.2 Dyson solved the two­
spin-wave problem and calculated the leading cor­
rection of order T4 for the spontaneous magnetiza­
tion. He discusses the correction due to the three­
spin-wave problem and showed that it is of order 
T13!2; though he was not certain about O(T6

). The 
purpose of this paper is to give a general discussion 
of the order of magnitude of the corrections due 
to two-, three-, ... , n-spin wave problems. This 
discussion is based on a simple conjecture on the 
low-lying energy levels of two-, three-, ... , n-spin­
wave problems3 and a compact virial-expansion for­
mula for an assembly of quasiparticles, obtained 
quite recently by the present authors.4 

The Hamiltonian of the Heisenberg ferromagnet 
is given by 

:re = -H L (S,. - S) - L L JfoS~S~ 
f r 

where two constant terms are added so that the 
eigenvalue is zero for the ground state 10) where 
S~ 10) is zero for all lattice sites f; H is the external 
magnetic field along z direction expressed in a suit­
able unit, J lo is equal to the exchange integral J 
when f and g are nearest-neighbor lattice sites and 

* This work was supported in part by the Air Force Office 
of Scientific Research Grant AF-AFOSR-445-63. 

1 F. Bloch, Z. Physik 61, 206 (1930); 74, 295 (1932). 
2 F. J. Dyson, Phys. Rev. 102, 1217, 1230 (1956). 

zero otherwise, and J(O) is the value of J(k:) for 
k = 0 where 

J(k) = L Jr. exp ~'k·(rf - r.). 
f 

An operator Sir. is introduced by 

Sir. = N-l L Sf exp ~'k·r/' 
f 

where N is the total number of lattice sites in the 
system. Then it is easily confirmed that 

[:re, S-;;] = H S-;;. 

This inlplies that if I ) is an eigenstate of :re with 
eigenvalue E, then S-;; I ) is also an eigenstate with 
eigenvalue E + H. In particular, 

S-;; 10), S-;;S-;; 10), ..• , S~" 10) 

are exact eigenfunctions of :re with eigenvalues 
H, 2H, ... , nH, respectively. 

The commutation relation between the Hamil­
tonian :re and Sir. is given by 

[:re, Sir.] = HS;' - 2N-i L L Jr; exp (t'k·rj ) 

f j 

x [exp tk.(r, - r j ) - l]S"S~ = HS;' + O(k:). 

If k\j k2' ... , k" are very small, 

Sk,IO), Sk,SIr.. 10), ... , Sir., .. , s;.. 10) 

are the eigenfunctions of :re corresponding to the 
eigenvalues H, 2H, ... , nH with errors both of 
O(kl ), O(kh k 2), '" , O(k1, ••• , k,.), respectively./; 
Denoting the errors by ~(kl' .. " k,.) and e(kl' .. " k,.), 
the eigenfunctions and eigenvalues are expressed as 

3 It is assumed that there exist no low-lying bound states 
of n~J>in waves; for two-spin waves, this has been established • O(k1, k2, k., .. , ,kn ) = O(k1) + O(k2) + ... + O(k .. ) + 
by Wortis. M. Wortis, Phys. Rev. 132, 85 (1963). O(k.)O(k2) + .. , + O(k.)O(k2 )O(k3 ) + ... + O(k1)O(k.) 

• T. Morita and T. Tanaka, Phys. Rev. 138, A 1088 (1965). . .. O(kn ). 
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W(kl) = Sk. 10) + rp(k,) , 

W(kl' kz) = Sk.Sk. 10) + Sk.rp(k2) + Sk.rp(kl) + rp(kl, k2), 

W(kl' k2' ka) = Sk.Sk,Sk. 10) + Sk,Sk,rp(ka) + Sk,Sk.rp(k1) + Sk.Sk,rp(k2) + Sk.rp(k2, ka) 

+ Sk ,rp(kl ,ka) + Sk .rp(k, , k2) + rp(kl, k2' ka), 
n 

W(kl' k2' ... ,k,,) = Sk,Sk, ... Skn 10) + .L: Sk, ... Ski_.Ski+ • ... Sk.rp(k;) + ... + rp(kl' k2' ... ,kn), 

i=1 

E(k1) = H + E(kl), 

E(k" k2) := 2H + E(k,) + E(k2) + E(kl, k 2), 

E(kl' k2' ka) = 3H + E(k,) + E(k2) + E(ka) + E(k" k2) + E(k2, ka) + E(ka, k,) + E(kl, kz, ka), 

" 
E(k" kz, ... ,kn ) = nH + .L: E(k;) + .L: E(k;, k l ) + ... + E(k" k" ... ,k,,). 

i=l 71::::i>l~l 

Quantities rp(kl' ... , k n ) and E(kl, ... , k,,) vanish 
if one of the arguments is zero, because a state in 
which one of the arguments is zero represents an 
exact eigenstate obtained by operating S~ on an 
eigenstate with one less arguments and hence there 
is no need for corrections. Note that if kl = 0 in 
w(kl) and E(kl), then 

'11(0) = S~ 10) + 11'(0), E(O) = H + E(O) , 

where S~ 10) is an exact eigenfunction which belongs 
to the eigenvalue H; hence 11'(0) = 0, and E(O) = o. 
Now if k2 = 0 in w(kll k2) and E(kll k2), then 

W(kl'O) = S~[Sk, 10) + rp(kl)] 

+ rp(kl' 0) = S~W(kl) + rp(kl, 0), 

E(kl' 0) = 2H + E(kl) + E(kl' 0) 

= H + E(kl) + E(kl, 0), 

where S~W(kl) is also an exact eigenfunction whose 
eigenvalue is H + E(k1); hence II' (kl' 0) = 0 and 
E(kl' 0) = o. Then by mathematical induction, the 
statement is true. Thus orders of magnitude of these 
corrections are estimated to be 

rp(kl, ... ,k,,) = O(k,) ... O(k,,)' 

E(kl' ... ,k,,) = O(k1) ••• O(k,,). 

The order of magnitude of E(kl' ... , k,,) as a 
function of the size of the system is evaluated as 
of O(N-"+l) under the assumption that there exist 
no low-lying bound states. The order of magnitude 
of E'S is estimated as follows: As far as the bound 
state does not appear, the shift of eigenvalue is 
considered to be due to the change of effective 
volume for particles due to the potential. For the 
two-spin-wave problem, the disturbance of the Ham­
iltonian appears when two spin waves come to the 
same or nearest-neighbor lattice sites. This changes 

the effective number of lattice sites for two-spin 
waves from N 2 by a number of order N. This results 
in a shift of O(lIN) in the eigenvalue: E(k, k') = 
O(lIN). In the three-spin-wave problem, E(k, k', kIf) 
is due to the change of the effective number of 
lattice sites, caused by the cases when all three come 
to the same or nearest neighbors of each other; 
that is, a number of O(N) in N 3

• This results in 
the correction of O(lIN2) to the energy eigenvalue: 
e(k, k', kIf) = O(lIN2). Similarly, E(kll ... , k,,) 
is estimated to be of O(lIN"-l). 

For cubic lattices, we know that 

rp(k) = 0, E(k) = 2S[J(O) - J(k)] = O~), 

rp(kl,k2) = O(klok2) + O(ki,k;), 

e(kl, k2) = O(k,ok2) + O(klok2)2 

+ O(ki, k~) + O(kl' k2)6. 

The above eigenfunctions can be specified by a 
set Ink) and are expressed as 

wInk} = II Sk'" 10) + .... 
k 

The corresponding energies are expressed as 

E Ink} = .L: nk(H + E(k» 
k 

The partition function, Z, of this system is given by 

Z = .L: exp (-fjElnk)), fj = l/kBT. 
( ... } 

This is also the grand partition function for an 
assembly of Bose quasi-particles which has been 
analyzed in a separate paper. 4 The virial expansion 
formula obtained there is given by 

In Z = -fjE{p(k)} + S{p(k)}/kB 
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with 

S {p(k) } jkB = - L {p(k) In p(k) 

where p(k) 
tained by 

or 

k 

- [1 + p(k)] In [1 + p(k)]} , 

(nk). The expression for p(k) is ob-

o = 0 In Zjop(k) 

p(k) = {exp (3[H + f(k) + ~f(k)l - 1)-1 

where 

H + f(k) + ~f(k) = oE{p(k) }jup(k) 

= H + f(k) + L P(k2Mk, k 2) + 
k. 

+ 1 L ... L P(k2) ... 
(n - I)! k, k. 

X p(knMk, k2' '" ,kn) + 
Noticing that 

" " olnZ ~ p(k) = ~ (nk) = o( -(3H) 

a In Tr e-~'1C 
a( -(3H) 

one obtains the total magnetization in terms of p(k),6 

M = N S - L p(k). 
k 

Using the above estimate of e(k1' k 2), the leading 
correction to the spin-wave energy ~e(k) is found 
to be 

L p(k2)e(k1' k2) "" O(kD· O(T5/2) , 
k, 

since P(k2) is even in k2 and so only the part which 
is even in k2 in e(ki) k 2) contributes. That part is 
O(k~) ·O(kD and summation over k2 gives us 
O(kD ·O(TS/2). If one expands p(k) in powers of this 
correction to e(k), one obtains a correction O(T4) 
to the spontaneous magnetization. In general, the 
contribution to ~e(k) of the n-spin-wave problem 
is estimated as 

"-' O(k2) ·O(T5 (n-I)/2) 

by noticing the fact that the part of e(k, k2' ... ,kn) 
which is even in k2' ... , k n is O(k2). O(kD ... O(k!). 
This results in the correction O(T3

/
2To

(n-I)/2) = 
O(T5n

/
2

-
1

) to the spontaneous magnetization. 
As a result, the corrections to the spontaneous 

magnetization are found to be 

6 See Appendix for a more detailed derivation. 

for two-, three-, four- and n-spin-wave problems, 
respectively. This means that the coefficients of TO 
and T6 would be calculated by solving the two-spin­
wave problem by generalizing Dyson's calculation 
of the coefficient of T4; that is, by determining the 
eigenfunction P(k1' k 2) correctly up to O(k1, k2)4 
or O(ki) k2)6 and correspondingly e(k1' k 2) correctly 
up to O(k1, k2)6 or O(k1' k2)8. The coefficients of 
O(T9/2) and O(Tll/2) are equal to those given by 
the ideal spin-wave approximation. Actually the 
coefficients of T7 and T8 would also be calculated 
by solving the two-spin-wave problem, but these 
are not significant unless the first two terms of three 
spin-wave contribution are known. 
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APPENDIX 

The expression for the total magnetization M 
Lf (Sfz) in terms of p(k) is found on a basis of a 
general property of the Hamiltonian as follows: 
The Hamiltonian JC consists of two terms, the Zee­
man term, H Lf S fz, and the exchange term plus 
a constant. These terms commute with each other 
and one of them, the Zeeman term, appears with 
an arbitrary factor H, so that an eigenfunction of 
JC is an eigenfunction of both of these operators. 
This implies that an eigenfunction of JC is expressed 
as a linear combination of eigenfunctions of operator 
Lf Sfz, all belonging to the same eigenvalue. It 
has been shown that the eigenfunction of JC is 
specified by {nk} and it has a term Ilk S~k 10). 
Now it can be seen that this is an eigenfunction 
of Lf Siz with eigenvalue NS - Lk nk, therefore 
the expectation value as well as the eigenvalue of 
Lf Sfz in the eigenstate \]fInk} is equal to NS -
Lk nk· Hence the equilibrium magnetization M = 
LI (Slz) is given by 

M = N S - L p (k). 
k 

The derivation given in the text is based on the 
fact that the energy corrections e(k1' k2' ... ) are 
independent of H. Now the eigenfunction of JC is 
a simultaneous eigenfunction of both the total mag­
netization Lf S Iz and the exchange term, hence 
the eigenvalue is the sum of eigenvalues of the Zee­
man term and the exchange term. Therefore the 
energy corrections e(k1' k2' ... ) which are due to 
the exchange term are independent of H. 
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Proof and Refinements of an Inequality of Feynman 

KURT SYMANZIK 

Courant Institute of Mathematical Sciences, New York University, New York, New York 
(Received 17 December 1964) 

A lower bound given by Feynman for the quantum mechanical free energy of an oscillator is proved, 
refined, and generalized. The method, application of a classical inequality to path integrals, also gives 
upper bounds for one-temperature Green's functions. 

FOR an oscillator with Hamiltonian 

H = p2/2m + V(q), qp - pq = iii, (1) 

the inequality for the Helmholtz free energy (with 
{3 = (kT)-I) 

F== -{3-1In Tre- IiH 

~ !{3-1 In (27r{3h2/m) - {3-1 In (J e-J>V(rl dx) (2) 

has been given by Feynman 1 on the basis of an 
intuitive argument relating to the path integral 
representing exp (-{3F). In this note, we prove 
Eq. (2), show how it may be sharpened, and compare 
it with corresponding upper bounds for F. 

The one-temperature Green's function for a sys­
tem of N distinguishable nonrelativistic spinless 
particles of mass m may be represented by the 
Feynman-Kac integral2 

(Xl Ie-PH Ix2) = 1 5:l(X) 
X(O)-X1 
x(ll) -x. 

X exp [ - 2~2 foil i{r)2 dr] 

X exp [ - foP V(X(r» dTJ. (3) 

Here X(T) is a continuous trajectory in 3N-space 
with r E [0, ,8] (dimensionally, hT) the "time" 
variable. Vex) is the potential assumed position­
dependent only. 5:l(x) together with the first expo­
nential represents Wiener measure. 

We choose a comparison potential Vo(x) and 
write, with AV = V - Yo, the second exponential 
in (3) as 

exp [ - LJ VoCx( T» dT] 

1 R. P. Feynman, Lectures on Statistical Mechanics (Rand 
Corporation, 1959) (unpublished). 

2 R. P. Feynman, thesis, Princeton (1942). M. Kac, Trans. 
Amer. Math. Soc. 65, 1 (1949). 

X exp [ - ill AV(x(O"» dO" 1 (4) 

We combine the first term in (4) with the !first 
exponential in (3) and apply to the integral so 
obtained over the second term in (4) the generalized 
Holder inequality3 

1, exp {l In lK(s, SI) I p,(ds) }P,lCds1) 

::; exp {l [In (1, jK(s, SI) I P,1(ds1) ]p,(ds)}, (GH) 

valid for p,(8) = 1, interpreting SI as trajectory 
parameter and 8 as 0"/{3. Thereupon (GH) becomes 

(XII e-
flH Ix2) ::; exp {(3-1 iP 

dO" In [LOl=X, 5:l(x) 
x(Il)-x, 

X exp {-2~2 ill i(T? dr - ill Vo(X(T» dT} 

X exp { -{3.1 V(X(O"»}]} 

or, if we make use of (3), of the completeness of 
states in coordinate representation (i.e., the defini­
tion of the Wiener integral), and abbreviate H -
V + Vo == Ho, 

(XII c- IIH Ix2) ::; exp ~-l i~ dO" In [J dx(xll c-·Ho"lx) 

X exp [-{3AV(x)](xl e-(fl-tr)Ho IX2>]} (5) 

or, in brief 

(xll e -IIH IX2) 

::; exp {{3-1 ill dO" In (XII e-uHoc-PAVe-(II-tr)Ho IX2)}' 

(5) is an upper bound for the perturbed Green's 

3 N. Dunford and J. T. Schwartz, Linear Operators (Inter­
science Publishers, Inc., New York, 1958), Vol. I, p. 535. 
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function in terms of the unperturbed one and the 
perturbing potential A V. This bound may be con­
trasted with the lower bound 

(XI! e-PH !x2) 2:: (XI! e-PH• !x2) exp {-(XII e-PH• !x2fl 

X l P 
d(1' J dx(xd e-~H. IX)A V(X) (x I e-(P-~)H. IX2)} (6) 

or, in brief 

(XI! e-fJH Ix2) 2:: (xII e-fJH• IX2) exp {-(XII e-PH• Ix2fl 

X l P 
d(1'(x

l
l e-~H·AVe-(fJ-~)H. IX2)} 

obtained by applying to (3), (4) the inequality of 
the arithmetic and geometric means3

•
4 

is If(s) IIJ.(ds) 2:: exp {is In !f(s) IIJ.(ds)} , (A G) 

valid for IJ. (8) = 1, which was exploited by Feynman. I 
That the right-hand side of (6) is smaller than the 
right-hand side of (5) can be seen directly by apply­
ing (AG) on the x-integration. 

The trace of (5) gives an upper bound for the 
partition function. To obtain a simpler although 
less sharp bound, one may apply (AG) to the (1'­
integration in (5), obtaining 

(xII e-fJH Ix2) ~ ~ lfJ d(1' J dx(xil e-~H. Ix) 

X e-fJ <1V(%) (x I e-(fJ-~)H. Ix
2
}, (7) 

and taking the trace gives 

Tr e-fJH ~ J dx(xi e- fJH• Ix)e-fJdV
(%) 

= Tr (e- PH'e-P<1V). (8) 

Setting in (8) Vo = 0, AV = V gives for the oscil­
lator (1) the inequality (2). The upper bound ob­
tained from (5) by the same substitution is, of 
course, lower. 

Taking the trace in (6) and, to simplify although 
hereby worsening the bound, applying (AG) to the 
XI = X2 integration gives 

Tr e-PH 2:: Tr e-fJH• 

X exp {-[Tre-fJHTII3Tr(e-PH'AV)}, (9) 
----

'(GR) may.be derived from (AG) by substitutin~ for 
f(s) the expressIOn K(s, Sl)[f •• IK(s, sl)l'(dsl)]-1 and mte­
grating over SI. 

the well-known inequality of Bogoliubov.5 For the 
same Ho as in (9) the Peierls inequality6 always 
gives a better bound as follows from (AG), this last 
bound, however, seems not to he easy to compare 
with the trace of (6). That the right-hand side of 
(9) is smaller than the right-hand side of (8) follows 
from (AG). 

The bounds (5), (7), and (8) may be optimized 
by varying parameters in Vo in the same manner 
as lower bounds are. For 13 ~ co all these bounds 
give the same inequalities for the ground-state 
energy Eo, with ground state IGo} to Ho, 

Eo, + min AV(x) ~ Eo ~ Ea. + (Go I AV IGo). 
% 

Also path integrals involving a potential term 
depending on two "times" instead of one as they 
arise, e.g., in the polaron problem7 may be treated 
by an obvious extension [e.g., taking in (GH) the 
s-integration over a two-dimensional domain] of the 
method shown here. Also Vo may be chosen nonlocal 
in "time" provided (G H) can still be applied and 
the expressions required in (5), (7), or (8) he cal­
culated. This is the case (up to elementary analysis 
at least) for Vo bilinear in x. However, these methods 
seem not to give in the polaron problem7 a finite 
lower bound for the ground-state energy in a simple 
manner for the Hamiltonian chosen in Ref. 7. 

Note added in proof: S. Golden [phys. Rev. 137, 
B 1127 (1965)] has shown that the inequality (8), 
together with a class of refinements of it, holds for 
general Hermitian Ho and AV. The above method 
is easily modified to yield an extension of Golden's 
result to Green's functions for the present case of 
classical and for Bose-Einstein statistics. It is hereby 
seen that symmetrizing the bound for the Green's 
function of classical statistics always yields a result 
at least as good as that obtained using Bose-Einstein 
statistics throughout. This remark also applies to the 
following other generalization (for both statistics): 
Write the semigroup formula for (Xl! e-PH !x2 ) for an 
arbitrary partition of the interval [0, 13] and insert 
the bounds (5), (6), and (7). The upper and lower 
bounds so obtained monotonically decrease or in­
crease, respectively, if the partition is refined. 

6 N. N. Bogoliubov, Dokl. Akad. Nauk. SSSR 119, 244 
(1958) [English transl.: Soviet Phys.-Doklady 3, 292 (1958)]. 

6 R. E. Peierls, Phys. Rev. 54, 918 (1938). 
7 R. P. Feynman, Phys. Rev. 97, 660 (1955). 
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Singularities of Analytic Functions Having Integral Representations, 
with a Remark about the Elastic Unitarity Integral* 

R. P. GILBERT, H. C. HOWARD, AND S. AKS 

Institute/or Fluid Dynamics and Applied Mathematics, University 0/ Maryland, 
College Park, Maryland 

(Received 15 October 1964) 

In this paper a survey is given of some results which have been obtained recently concerning the 
singularities of holomorphic functions having integral representations. These results are all essentially 
extensions or modifications of those developed by Hadamard (for the proof of his multiplication of 
singularities theorem) to the case of several complex variables. As a concluding remark we consider 
the connection between the original Hadamard idea and the elastic unitarity integral of the quantum 
theory of fields. 

I. INTRODUCTION 

THE classical problem of the connection between 
the singularities of the holomorphic function 

K(z; t) and the contour integral F(z) = f J!, K(z; t) dr 
has found application in the quantum theory of 
fields. When K(z; t) is a rational function of the 
complex variables (z; r) E Cm xC" [i.e., when 
K(z; r) = P(z; r)/Q(z; r) with P(z; r) and Q(z; r) 
polynomials) and £ denotes the integration domain 
(£1> ... , £,,) in C", Landau l

•
2 has shown that 

F(z) is singular only on the set 

{z I Q(z; r) = a~1 Q(z; r) 

= a~2 Q(z; r) = '" = a~ .. (z; r) = o}. 
In this paper we generalize this result to a somewhat 
wider class of holomorphic functions, the holomor­
phic functions singular on analytic sets. It will be 
shown that many of the qualitative concepts asso­
ciated with the (rational) propagators of perturba­
tion theory have a natural transcription to this 
wider class. 

The results are collected in a series of theorems 
starting with Hadamard's treatment of the holomor­
phic functions3 determined by germs of the form 
L:-o a"b"z" and go on to the physically interesting 
multiple integrals. Some of the results are already 
within the arsenal of the quantum field theorists 
in one form or another4

; but, particularly in the 
* This research was supported in part by the National 

science Foundation under Grants GP-3, GP-2067, and GP-
3937, and also in part by the U. S. Air Force Office of Scienti­
fic Research under Grant AFOSR 400-64. 

1 D. Landau, Nuc!. Phys. 13, 181 (1959). 
2 D. Landau, Zh. Eksperim. i Teor. Fiz. 37, 62 (1959) 

[English trans!': Soviet Phys.-JETP 10,45 (1960)]. 
3 J. Hadamard, Acta Math. 22, 55 (1898). 
4 For example see: G. R. Screaton, Dispersion Relations 

(Oliver & Boyd, Ltd., Edinburgh, 1961), p. 65; G. Kiillen, 
Nue!. Phys. 25, 568 (1961). 

case of the multiple integrals, the problem has not 
been precisely formulated. This we propose to do. 
A number of the theorems are tailored to special 
requirements of the quantum theory of fields, and 
potential scattering,6 notably, Theorems 4 and 5 
which are valuable tools for studying the unitarity 
integral. We conclude with a remark on the connec­
tion between the original Hadamard idea and the 
unitarity integral. 

n. SINGULARITIES OF ANALYTIC FUNCTIONS 
WITH INTEGRAL REPRESENTATIONS 

Hadamard6 proved the following result in 1898 
(the multiplication of singularities theorem7

). 

Theorem 0: If 

'" 
fez) = L a"z", Izl < R, 

n-O 

'" 
g(z) = L b"z", Iz/ < R'; 

.. -0 

furthermore if fez) has singularities at aI, a2, , 
and g(z) has singularities at PI, fJ2, ••• then the 
singularities of F(z) = L a,.b"z" are to be found at 
the points amfJ". 

To prove this Hadamard considers the following 
representation for F(z): 

F(z) = 2~ i f(r)g(z/t) dr/t, 

where C is a simple contour lying in the annulus 
Iz//R' < Irl < R. This gives us a representation 
for F(z) in a neighborhood of the origin. This rep-

6 S. 0. Aks, R. ~. Gilbert, anc!- H. C. Howard, Technical 
Note BN-376, InstItute for FlUId Dynamics and Applied 
Mathematics, University of Maryland, College Park, Md., 
J. Math. Phys. (to be published). 

6 J. Hll;damard, Acta Math. 22, 55 (1898). 
7 P. DIenes, The Taylor Series (Oxford University Press 

Oxford, England, 1931). ' 
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resentation may be continued analytically along a 
curve r to Z1, provided no point of r coincides with 
a singularity of the integrand on the path of integra­
tion. Hadamard notes that this representation may 
be continued further along r by continuously de­
forming C, such that C at no time crosses a sin­
gularity of the integrand. Since the singularities of 
fez) are at {am} and those of g(z/r) are at {Z/tJn} 
we see that it is always possible to make such a 
deformation except when a point z/tJn coincides with 
a point am, that is for z = amtJn. For further details 
see Ref. 8. 

Gilbert9 has modified the idea used by Hadamard 
in the proof of the above theorem to prove a theorem 
concerning the location of singularities of a harmonic 
function of three complex variables. We give below 
a theorem for holomorphic functions of n complex 
variables whose proof is an immediate extension of 
the proof given for the case of harmonic functions. 9 

.10 

Theorem 1: Let K (z; r) be an analytic function 
of (n + 1) variables (z; r) == (Z1' ... ,Zn; r). Further­
more, let K(z; r) be regular-analytic in a product 
domain (:o(n) X (B(l) C (en X C1

), such that, 
for a rectifiable contour £ C (B (1) , the function F (z) 
defined by the integral representation 

1 f dt F(z) == -2. K(z; r) -;:-, 
7r'/, .c ~ 

£ == {r I r = W) ~ 0;0 ~ t ~ I} (2.1) 

is regular-analytic in :0 (n). Then if the singularities 
of K(z; n are located on the analytic set @:;I(n) == 
{S(z; r) = 01, F(z) is regular for all points (z) EE 
@:;I(n) 1\ .o(n\ll where .o(n) == {as/ar(z; r) = OJ. 

Proof: Since we assume F(z) is regular-analytic 
in a domain :o(n\ we may choose a point (zo) E :o(n' 
and a neighborhood of (zo) , ;n,(n) (zo), in which we 
may define a regular function element, or "germ" 
of F(z). Starting with this germ we may continue 
it analytically along a contour e~!: starting with 
(zo) and terminating with the point (z) providing 
no point of e~!: corresponds to a singularity of the 
integrand on the path of integration, £. We shall 
refer to the union of all such points (z) as the initial 
domain of definition of F(z). Now, since the singu­
larities of K (z; n lie on @)(n) we realize that, as we 
continue F(z) along e~!L the singularities of the inte-

8 See Ref. 7. 
9 R. P. Gilbert, Pacific J. Math. 10, 1243 (1960). 
10 R. P. Gilbert, J. Reine Angew. Math. 205, 75 (1960); 

Arch. Rat!. Mech. Anal. 6, 171 (1960); J. Math. Phys. 5, 983 
(1964). 

11 Throughout this paper the expression A n B, where 
A = {(z, nIF(z, r) = O} and B = {(z, nIG(z, n = O} is 
taken to be {zl there exists r, F(z, n = G(z, n = O}. 

grand move in the r-plane. Hence, it is clear that the 
initial domain of definition must consist of all those 
points (z) which are reached without a singularity 
in the r-plane passing over £. We note, however, 
that we may extend the integral representation for 
F(z) to other points by continuously deforming 
£ -7 £', provided that in so doing we do not cross 
a singularity in the r -plane. All such points (z) 
reached by continuing F(z) along paths e~!: which 
can be reached by suitably deforming the path of 
integration we shall refer to as the domain of associa­
tion of F(z). It is clear that the domain of association 
consists of the set of all points at which there exists 
a regular germ of F(z), and furthermore, if one con­
siders all such possible paths e~!:, one constructs 
in this way all the regular germs associated with F(z). 

We now consider when it may no longer be possible 
to continue F(z) along a path e~!:). This case occurs 
[assuming we can solve S(z, n = 0 as a function 
of z, r = a(z), say) when a singularity r = a(z) 
tends to cross the contour £ and we may no longer 
deform £ to avoid it. We assume we have continued 
F(z) along e~!:) up to a point (Z1), and that at 
(z) = (Z1) there exists a singUlarity r = a on the 
path of integration. If S(Z1; r) has a simple zero 
at r = a, we may approximate 

inasuitablysmallneighborhood;n,(a) == {rllr-al < e}. 
In this case, it is clear that for r E ;n,(a), Set; r) ~ 0 
except for .s- = a, and we may deform £ about 
the point r = a by letting it follow a portion of the 
circle {Ir - al = hI. This completes the proof 
of our theorem. 

Remark 1: Note that any singularities of K(z, r) 
contained in the boundary of the holomorphy domain 
of K can be included in a topological sum of analytic 
sets, so the singularities arising from these points 
will be accounted for by Theorem 1. 

Remark 2: One might give this result a geometric 
interpretation by saying, that unless one is on the 
"envelope" s(n) == @:;I(n) 1\ .0 (n) of @:;I(n) it is always 
possible to avoid a singularity by slightly varying £. 

Remark 3: If S(Z1;.s-) = 0 has a second- (or higher-) 
order zero at r = a, then we know that the inverse 
of the function W=S(Z1; r), i.e., r= f. (w; Z1) (v= 1,2) 
has (at least) two branches in a suitably small 
neighborhood of w = o. In this case it is possible 
that both branches of the singularity manifold may 
pinch together on opposite sides of £, and then, 
according to the original Hadamard idea of singu-
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larities that "pinch," this corresponds to a possible 
singularity of F(z) at (z) = (Zl)' 

Remark 4: To show that this theorem is not empty 
we mention that it applies to kernels, K(z; n that 
are meromorphic on (n + I)-dimensional, finitely 
sheeted, analytically ramified covering spaces12 of 
a domain 5)(n+1) C C( .. +l). For example, we may 
considerfor kernels rationalfunctions, K(Zl" . " Zn; t), 
defined on an algebraic manifold given by an expres­
sion of the form 

PO(Z2, ... ,Zn; t)z~ + Pl(Z2, ... ,Z .. ; t)Z~-l 

+ ... + PN(Z2, ... ,z .. ; t) = 0, 

where the P.(Z2, .,. , z .. ; t) (II = 0, 1, ... , N) are 
polynomials in the variables Z2, Z3, ... , z,,' t. 

Theorem 2: Let K(z; t) be an analytic function 
of (n + I)-variables as in Theorem 1, with a de­
composition in (5)(") X CB(l) into a product of non­
constant, regular-analytic functions K(z; t) == 
fl(Z; t)Mz; t). Furthermore, let the function 
f.(z; t) (II = 1, 2) be singular on the analytic set 
@5~") == {t = a.(z)} (II = 1, 2), respectively, with 
@5~") ,t. cp, II = 1, 2. Then the "possible singularities" 
of the function 

1 1 dt F(z) = 27ri .e ft(z; t)Mz; t) r' (2.2) 

generated from the singularity sets @5~") above, as 
given by either the Hadamard method or the "en­
velope method" are the same. 

Proof: By "possible singularities" we mean those 
points (z) which we are unable to list as regular 
points by either Theorem 0 or Theorem 1. [The 
phrase lIthe Hadamard method" used in the theorem 
above is Gilbert's name13 for a natural generalization 
of Hadamard's theorem-Theorem 0 above-which 
says F(z) is regular at all points (z) EE @5in) n ~~ .. ) 
and which follows readily from the technique of 
proof used for Theorem 0]. We apply the "envelope 
method" of Theorem 1 by constructing as our sin­
gularity manifold for K(z; t) the analytic set @5(n) == 
at - a1 (z)][t - a2 (z)] = O}. Following Theorem 1 
we computeD (n) == at - al(z)] + [t - a2(z)] = O}. 
Since the singularities must lie on @5(n) n ,0 (n" 

we conclude this means (z) is regular providing 
(z) EE {t-al(Z)=O} n {t-a2(Z)=0} == ~i") n ~~n). 

The assumption of "explicit representations" of 

12 H. Behnke and H. Grauert, "Analysis of Non-Compact 
Complex Spaces" in Analytic Functions (Princeton Univer­
sity Press, Princeton, New Jersey, 1960), p. 11. 

13 R. P. Gilbert, J. Math. Phys. 5, 983 (1964); also R. P. 
Gilbert (Ref. 9). 

the singularity sets of f.(z; n p 1, 2, [i.e., t = 

a.(z), P = 1, 2] rules out singularities due to coin­
cidences involving p = 1 or p = 2 alone. To be 
more specific, let us consider the envelope method 
where f.(z; r), p = 1, 2 is singular on ~~ .. ) = 
{(z; t) I S.(z; t) = O} and where S.(z; t) is a hol­
omorphic function. Then if we set 

~(,,) = {(z; t) I Sl(Z; t)Siz; r) = O} 

and 

,0(,,) = fez; r) I ajin)s ls2 = OJ, 

it is possible that F (z) may be singular on ~i") n Din) 
since this set is a subset of ~(,,) n ,0 ( .. ). If Sl = 0 
but S2 ,t. 0 and if as1/at = 0 it is evident that 
z may satisfy both intersection conditions but not 
be one of the singularities mentioned in Theorem 2. 
However, in this case it is not possible to represent 
~in) in the form {(z; r) I t = a(z)} where the first 
derivative aStiat vanishes. The requirement that 
the singularity sets of f.(z; t), p = 1, 2, be explicitly 
represented is equivalent to 

V ~;") n D~") = cpo 

A natural generalization of these results may be 
made by considering multiple integrals, and com­
binations of the Hadamard method and envelope 
method used alternately. As a first attempt in this 
direction we give the following theorem, which is 
a form of a result given by Gilbert.a 

Theorem 3: Let K(z; tlJ t2) be an analytic function 
of (n + 2) variables, (z; tl, t2) == (Zl' ... ,Zn; tlJ t2), 
regular in a product domain (5)(") X CB(2» C 
(C" x C2

), where CB (2) == CBil) X CB~l). Let £. C CB~l), 
(p = 1, 2), be closed, rectifiable curves in the 
t.-planes, respectively, and let K(z; tlJ t2) be sin­
gular on the analytic set @5(n+l) == {S(z; tl, t2) = O}. 
Then, the function F(z) defined by the representation 

- ( 1 )21 dtl 1 dt2 
F(z) = 2m .e, --r; .e. ~ K(z; tl, t2), 

for (z) E 5)(n), (2.3) 

is regular for all (z) EE ~i"+l) n Din+l) n D~n+l), 

where 

D(n+l) {as ( )} ( • == at. z; tl, t2 = 0, p = 1,2). 

Proof: Our proof parallels those given before. We 
consider all points (z) which may be reached by 
continuing F(z) along a contour e~~L such that no 

14 R. P. Gilbert, J. Reine Angew. Math. 205, 75 (1960); 
J. Math. Phys. 5, 983 (1964). 
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point of this contour corresponds to a singularity 
of the integrand on the domain of integration 
£1 X £2' Again we attempt to enlarge this initial 
domain of definition by continuously deforming £1, 
and £2 providing we do not let either curve pass 
over a singularity in its respective plane. (As we 
deform one of the curves we must be careful, that 
a singularity does not move over the "stationary" 
curve in the other plane.) We assume we have been 
able to continue F(z) to the point (z) = (Zl), where 
the singularity (tl, t2) = (ai, a2) threatens to meet 
£1 X £2' If both oS/ot.(z; ai, a2) (v = 1, 2) are 
not zero then in a suitably small bi-cylindrical 
neighborhood of (ai, a2), ;n(2) (ai, a2) == {(tl, t2) I 
It. - a.1 < E.; v = 1, 2} we may approximate: 

Se . I- 1-) "-' (I- _ ) OS(ZI; ai, a2) 
ZI, ~I, ~2 "-' ~I al OSI 

+ (I- _ ) OS(ZI; at, a2) 
~2 a2 OS2 . 

In this case we may deform £11 £2 about the point 
(all a2) in such a manner that S(ZI; t], t2) ~ 0 
for (t 11 t 2) on the set 

{lsI - all = ~} X {lt2 - a21 = ~ I:~;:~:I}· 
If one of the terms as/at. (z; ai, a2), (v = 1, 2) 
vanishes, then the proof follows that of Theorem 1. 
This concludes our argument. 

We consider next several extensions of this last 
result. Let us assume first that K(zj .Ill .12) may 
be decomposed into the form K (z j .Ill .12) == 
tl(Z; .II' .I2)t2(Zj tl, .12), where til t2 are analytic 
regular in (~(n) X (B(2», (B(2) = (B~l) X (B~l). Further, 
let t.(z; .II' .12) (v = 1, 2) be singular on the analytic 
set rr::;:(n+l) = {S (z· I- 1-) = O}· let eel) be a curve '\::.),.,0 - II, ~ h ~ 2 , II 

in the space of the (z)-variables starting at an initial 
point (zo) E ~(n>, and terminating at (z). We wish 
to consider now the continuation of the germ [de­
fined about an initial point (zo) E ~(n)l given by 
the integral representation 

F(z) = (21 
.)2 f f ft(z; .II' .I2)/iZj .II, .12) dSI d.l2, 

11'~ .e,.e. 
(2.4) 

and to this end we introduce the following notation: 

\f5;~:I) == {OOSI S.(Zj .II' .12) = o}, (v = 1,2), (2.5a) 

e;~;I) == {00S2 S,(z; SI, S2) = o}, (v = 1,2), (2.5b) 

~(n+l) == {OSI aS2 _ aSI aS2 = o}, (2.5c) 
OSI OS2 aS2 aSI 

D~n+t) == {SI(Z; SI, S2)S2(Zj tl' .12) = O}, (2.6a) 

Din +l) {OSI S S aS2 } == a.ll 2 + I OSl = 0 , (2.6b) 

D~n+l) {aSI 
'Y + S aS2 = o} 

aS2 i::'J 2 I OS2 . (2.6c) 

Now let us consider how singularities may occur. 
Certainly, it is possible for singularities to correspond 
to the "envelope" of either e~~;I) or e~~;u. Hence, 
singular points of F(z) may be contained in the set 

U {f1 e;~:l)} == U ~;n-1) = ~~~;l) , 
11-1,2 ,,-0.1.2 ",-1.2 

where ~;-I is the corresponding "envelope" for 
e;~;I). On the other hand the Hadamard approach, 
that is, eliminating .II or t2 between the equations 
SI = 0 and S2 = 0, applied to either variable .II, 
or .12 first, followed by the envelope method applied 
to the eliminant yields the following set as containing 
possible singularities: 

== {OSt OS2 _ aSl aS2 = o}. 
aSI a.l2 OS2 OSl 

The set .pi~;l) occurs upon applying the envelope 
method to the eliminant of e~~;l) n e~~;u regard­
less which variable tl or .12 has been eliminated (by 
the Hadamard approach), providing no oS,/ot" = 0 
(v, p. = 1, 2). The case where all the oS,/O.l" = 0 
is contained above (in the envelope method ap­
proach) and if not all the oS,/O.l" = 0 we may 
compute .p(n+l) by eliminating a particular variable 
first. Finally, by applying Theorem (3) to the com­
bined singularity manifold of the integrand, O~ .. +u, 
we obtain as the set of possible singularities for F(z) 

Moreover it is easy to see from the definitions of 
.p(n-I) and ~(n-I) that .p(n-U C ~(n-l). We summarize 
the above discussion with the following theorem, 
which has already appeared in a more general form 
as Lemma (3.2) in a Technical Note by Gilbert 
and Howard16 

Theorem 4: Let t,(Zj .II, .12) (v = 1, 2) be regular 
analytic in (~(n) X (B(2» with the singular sets 
e;~;I) as described above. Further, let £. be recti­
fiable contours in the t .-planes, respectively; then 
the continuation of the analytic function element 
given in ~ (n) by 

15 R. P. Gilbert and H. C. Howard, Technical Note BN-366 
(July 1964), Institute for Fluid Dynamics and Applied 
Mathematics, University of Maryland, College Park, Mary­
land (to appear in the Australian Math. Soc. Journal). 
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is regular at all points (z) which may be reached 
by continuation along e!l) provided no point of e!l) 
meets the set G;Cn-l). A somewhat sharper estimate 
for the singular set of F(z) is the set of points 4)Cn-l). 

Finally, we consider integrals of the form 

(2.7) 

and apply our previous results. Let @5ci7t 1
) == 

{S(z; 5'1,5'2) = OJ, ~~7~ == {5'. = 4>.(z)} (II = 1,2) 
be singular sets of K(z; 5'1, 5'2),andj.(z;5'.) (II = 1,2), 
respectively. Let ~~~:l) == {a/a5'~S(z; 5'1, 5'2) = OJ, 
JJ. = 1,2. The singularity manifold of the integrand is 

oci,,+l) == {S(Z; 5'1,5'2)(5'1 - 4>1(Z»(5'2 - 4>2(Z» = OJ, 

and we define, as usual, 

O~,,+l) = {Si. (z; 5')(5'1 - 4>1)(5'2 - 4>2) 

- S(z; 5')(5'2 - 4>2) = O} 

and 

{Si.(Z; 5')(5'1 - 4>1)(5'2 - 4>2) 

- S(z; 5')(5'1 - 4>1) = OJ. 

Clearly, if we apply the envelope method to the 
entire integrand we have as "candidates" for singu­
larities the set n .. O.l.2 O~,,+l). 

If we apply the envelope method to the singu­
larities of the kernel we obtain the set 

n ~ci7:1l c n O~n+ll. 
~-0,1,2 .-0,1,2 

Applying the Hadamard method to both 5'. (II = 1, 2) 
variables we obtain 

t."::C .. +ll " t."::C,,) " t."::(n) 
~o,o " '\::)1.0 I \ ~2,0 

== {S(z; 4>1(Z), 4>2(Z» = O} C n o~n+l). 
.-0,1,2 

Corollary to Theorem 4: The possible singularities 
of the analytic continuation of the function element 
given in :D Cn) by (2.7) lie on the set 

~ci7tl) (\ [( n ~ci7:1l) u (n ~~7~)] 
1£-1.2 ,,-1,2 

c n O!"+l). 
~-0,1,2 

We have finally Theorem 5, which appeared earlier 
in more general form (for n-fold integrals) as Lemma 
(4,2) in a Technical Note by Gilbert and Howard,16 

16 See Ref, 15. 

Theorem 5: Let K(z; 5') be a holomorphic function 
of the (n + 2)-complex variables (Zh •.• , z,,; 5'1, 5'2) 
in a product space <B Cn) X :D (2) C C Cn+2). Let r 
be topologically a 2-dimensional chain whose bound­
ary a r is fixed. Furthermore, let the singularities 
of K(z; 5') lie on the analytic set, 

@5ci"+ll == {S(z; r) = OJ. 

Then the holomorphic function defined by the in­
tegral representation 

F(z) = fr F(z; r) drl A dr2' 

is regular at all points not lying on the set Al U A2, 

where 

and 

2 

Al == n @5!"+1l , 
~-o 

A2 == V @5ci"+O, 
<nEar 

~~"+l) = {as(z; r) = O}<p = 1,2). 
ar~ 

Proof: Let us continuously deform r -+ r, such 
that the boundary remains fixed, i.e., ar = ar. 
If in so doing this we have not passed over a singu­
larity of the integrand, i.e., if the kernel K(z; r) 
is holomorphic-regular for a fixed (z) and for (r E V, 
where av == r - r, then by the Cauchy-Poincare 
theorem we have 

From this it is clear that as we continue F(z) along 
a curve originating at say (ZO) we may treat all 
singularities that threaten to cross at the interior 
points of r in the same manner as we did in our 
earlier results. That is it follows from before that 
the points lying on Al = n:-o @5~"+l) are possible 
singularities. 

Singularities which tend to cross r at a boundary 
point (r) Ear are however of a different type. 
We cannot deform the boundary since it is given 
to be fixed. Hence these points may be singular 
points, and so we conclude the points on A2 == 
nCilEar @5ci"+ll may be singularities of F(z). We 
remark that since A2 is contained in a set of real­
dimension (2n - 1) that these points may correspond 
to a natural boundary of F(z). 

m. CONCLUDING REMARKS 

In closing we note an interesting connection be­
tween the original Hadamard idea (Theorem 0) and 
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the elastic unitarity integral of the quantum theory 
of fields. 17 The unitarity integral is given by18 

i (s - 4m2)! 1+ 1 

cp(s; x) - cpis; x) = 8 s -1 dXl 

X 1+1 
dx 0(1 - x~ - x; - x

2 + 2XlX2X) 
-1 2 (1 - x~ - x; - x2 + 2xlx2x)I 

X CP2(S; Xl)CP(S; X2)' (3.1) 

For -1 ~ Xl, X2, X ~ +1, Omnes19 has given a 
replacement for the factor used for the kernel in 
(3.1), namely, 

0(1 - x~ - x; - x 2 + 2xt x2x) 
(1 - x~ - x; - x2 + 2XlX2X)t 

'" 

We shall show, in a sequel to this paper, on the 
elastic unitarity integral, that, by applying the 
extended Hadamard criteria to the function 

., 

F(s; x) = E (2l + I)CP2.z(s)P z(x), (3.6) 
z-o 

F(s; x) can be singular only whenever the singular­
ities of the kernel and those of cp(s; x) andcp2(s; x) coin­
cide. 20 This is whenever X=X lX2 ± [(l-x~)(l-x;)ll 
and when, for each fixed value of s, the singularities 
of cp(s; Xl) and CP2(Sj X2) are represented by Xl = a(s) 
and X2 = (3(s), respectively. One obtains in this case 

X = a(s){3(s) ± [(1 - a2(s»(1 - {32(S)]!. (3.7) 

= ~ f.; (2l + I)Pz(xl)P I (X2)PI (x) , (3.2) If we replace a, (3 by a=i(rl+l/rl), (3=i(r2+1Ir2), 
respectively, we may represent this as 

where the PI m are Legendre polynomials. On intro­
ducing Legendre coefficients, or partial waves, 

(3.3) 

'" 
X E (2l + I)cpI.2(s)cpz(s)P z(x), (3.4) 

1-0 

The right-hand side is similar to the sum E:-o anbnzR 

contained in Hadamard's multiplication of singu­
larities theorem, and the functions 

'" 
cp(s; x) E (2l + I)CPI (s)P z (x) , (3.5) 

1-0 
'" 

CP2(Sj x) = E (2l + I)CP2.I(s)Pz(x), 
1-0 

are similar to the sums E:-o anzn, and E:-o bnzR
• 

17 A complete discussion of the analytic properties of the 
elastic unitarity integral using the methods of this paper is 
contained in the paper by S. 0. Aks, R. P. Gilbert, and H. C. 
Howard, Technical Note BN-376 (September 1964), Insti­
tute for Fluid Dynamics and Applied Mathematics, Univer­
sity of Maryland, College Park, Maryland, J. Math. Phys. 
(to be published). 

18 The elastic unitarity integral is a direct consequence 
of the unitarity of the S-matrix (operator) at energies below 
the first production threshold. For details see: S. 0. Aks, 
Technical Note BN-363 (July 1964), Institute for Fluid Dy­
namics and Applied Mathematics, University of Maryland, 
College Park, Maryland, J. Math. Phys. (to be published). 

19 R. Omnes, Nuovo Cimento 25, 806 (1962). 

x = ~ (rl + ~)(r2 + ~J 
± ~ (rl - ~J(r2 - ~J, (3.8) 

which becomes for Irkl = 1, Ok = arg rk, (k = 1, 2), 

x = cos 01 cos O2 ± sin 01 sin O2 

= cos (Ol[S] ± Ms]). (3.9) 

This result may also be obtained as a simplified 
form of an analogous Hadamard theorem for gen­
eralized axially symmetric potentials (GASPT)21 and 
is also contained in the result of N ehari. 22 It is also 
interesting to note that other results23 concerning 
the location and number of singularities of functions 
with the representations (3.5) and (3.6) lead imme­
diately to new interpretations here. In fact if one 
knows information about the partial waves, one can 
obtain complete information about the scattering 
amplitude singularities by using the Mandelbrojt­
Hadamard analogs.24- 26 For instance, see the note 
by Gilbert and Shieh27 to see how this may be done 
for the case of potential scattering. 

20 See Ref. 17. 
21 R. P. Gilbert, J. Math. Phys. 5, 983 (1964). 
•• Z. Nehari, J. Ratl. Mech. Anal. 5, 987 (1956). 
23 R. P. Gilbert, Arch. Ratl. Mech. Anal. 6, 171 (1960). 
24 S. Bergman, J. Anal. Math. 11, 249 (1963). 
26 See: R. P. Gilbert (Ref. 21). 
26 R. P. Gilbert, Pacific J. Math. 13, 79 (1963). 
27 R. P. Gilbert and S. Y. Shieh, Technical Note BN-401 

(May 1965) Institute for Fluid Dynamics and Applied 
Mathematics, University of Maryland, College Park, Mary­
land. 
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Solution of the Klein-Gordon and Dirac Equations for a Particle with a Plane 
Electromagnetic Wave and a Parallel Magnetic Field* 

PETER J. REDMOND 

Defense Research Corporation, Santa Barbara, California 
(Received 24 December 1964) 

Solutions of the Klein-Gordon and Dirac equations are obtained for a particle moving in an arbi­
trary plane electromagnetic wave in vacuo plus a uniform static magnetic field parallel to the direction 
of propagation of the electromagnetic wave. 

INTRODUCTION 

RECENTLY Roberts and Buchsbauml solved 
the classical, relativistic equations of motion 

for a charged particle moving in a particular con­
figuration of electromagnetic fields. The field con­
figuration considered consisted of a plane electro­
magnetic wave plus a static magnetic field such that 
the direction of the static field was parallel to the 
direction of propagation of the wave. 

In this paper we show that the corresponding 
quantum mechanical problem is also soluble. We 
obtain solutions of the Klein-Gordon and the Dirac 
equations for this field configuration. The solutions 
are exact within a framework in which the quantum 
nature of the electromagnetic field is ignored; and 
in which quantum mechanical radiative corrections 
and the classical radiative reaction force are neg­
lected. 

The quantum mechanical wavefunctions obtained 
are very closely related to the classical trajectories. 
For the Klein-Gordon equation, the relationship 
is so intimate that the classical solutions for the 
motion transverse to the magnetic field are also 
valid quantum mechanical solutions provided the 
equations are properly interpreted. 

The problem we treat is a generalization of one 
discussed by Volkov2 many years ago. Volkov solved 
the Klein-Gordon and Dirac equations with a plane 
electromagnetic wave. We generalize this to include 
a static magnetic field. It is interesting to note that 
the Volkov solutions have recently proven useful in 
studies of the Compton scattering of an electron by 
a laser beam.3 

Although the classical problem has already been 
solved by Roberts and Buchsbaum we present an 
alternative derivation of their results for the special 
case when the electromagnetic wave propagates in 

* This work was supported by the U. S. Army Research 
Office (Durham). 

1 C. S. Roberts and S. J. Buchsbaum, Bull. Am. Phys. 
Soc. 9, 14 (1964). 

2 D. M. Volkov, Z. Physik 94,250 (1934). 
a L. S. Brown and T. W. B. Kibble, Phys. Rev. 133, 

A703 (1964). 

the vacuum. It is only for this special case that the 
quantum mechanical problem can be solved. (This 
is true even when the static magnetic field is absent.) 
Because we restrict ourselves to a very special case 
it is possible to obtain a very much simpler deriva­
tion than that given by Roberts and Buchsbaum 
(who allow propagation in a dielectric medium). The 
resultant simplicity facilitates comparison of the 
quantum mechanical and classical solutions. 

I. PRELIMINARIES 

In this section we establish our notation and con­
ventions and obtain a suitable expression for the 
electromagnetic field tensor. 

We consider a particle with charge -e and mass 
m. Units are chosen such that h = c = 1. We shall 
need the Dirac matrices satisfying the usual anti­
commutation relations "(,;'1. + "(."(~ = 2 g~.; p" p = 
1, 2, 3, O. The metric tensor has signature 1, 1, 1, -l. 

In considering the motion of a charged particle 
with a magnetic field in the z direction it is conven­
ient to introduce the quantities x ± iy. In order to 
have a convenient notation for these combinations 
we introduce the vectors E and E* with components 
E~ = (1/V2)(1, i, 0, 0) and E~ = (1/V2)(I, -i, 0, 0). 
These vectors satisfy the conditions e· e = e*· e* = 0 
and E· e* = 1. We shall frequently need to consider 
the projection of a vector in the x-y plane. We shall 
call such a projection the transverse part of the 
vector. In general, if a vector has components e~ 
then the transverse part of e has components eJ. , ~, 

given by 

(1.1) 

The electromagnetic field tensor F~. is derivable 
from a potential so that F~. = a~A. - a.A~. We 
write the potential as a sum of two terms distin­
guished from each other by their arguments. Thus 

(1.2) 

The first term on the right-hand side of Eq. (1.2) 
generates the static magnetic field and is a function 

1163 
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only of the transverse components of the position 
vector. The second term generates the plane wave 
and for a wave propagating in the z direction this 
is an arbitrary function of the single variable t - z 
(== 8). By introducing the vector n with components 
n" = (0,0, -1, -1) we may write 8 = n·x. Note 
that n2 = n'e = n'e* = O. 

The electromagnetic field tensor may then be 
written 

F", = F".(H) + F/l'(O) 

= iH(E"E~ - E.E~) + n" dA,/d8 - n. dA,,/d8, (1.3) 

where H is the magnitude of the static magnetic 
field. 

By insisting that the potential have the form given 
by Eq. (1.2) we have placed a restriction on the 
permissible gauge for the potential. It will be con­
venient for our purposes to restrict the gauge even 
further and we shall insist that all the vectors ap­
pearing in Eq. (1.2) be transverse. 

Within these restrictions, dA,,/dO is determined 
by F",. In the following we shall consider only plane 
waves of finite pulse length which implies that 
lim I81-.", dA"jdO = 0. We may then uniquely de­
tennine A,,(O) by the requirement that A,.( - <Xl) =0. 
In general then A,,( + co) will exist but will not van­
ish. Although A,,(O) is completely determined by 
Fl" there is still considerable freedom in the choice 
of the first term A,,(x,L)' We shall not find it necessary 
to further specify the gauge of A .. (x,L). 

If the reader finds these gauge restrictions unduly 
onerous they can be easily removed. It is only neces­
sary to allow an additional term apt on the right-hand 
side of Eq. (1.2), where t is an arbitrary function of 
space-time, and to multiply the wavefunctions 
determined in the following by a factor exp (- ief). 

In the following, all our manipulations are for­
mally covariant. The results are therefore valid not 
only for the "standard" field configuration, which 
we use as a basis for our discussion, but also for any 
more general field configuration which may be trans­
formed into the standard configuration by a Lorenz 
transformation. The general field tensor will still 
be described by Eq. (1.4) except that the vectors 
E E* and n are any set of vectors such that the , , 
components of E and E* are complex conjugates of 
each other, the components of n are real, E' E = 
E*'E* = E·n = E*'n = n·n = 0, and E'(;* = 1.' The 

4 Once the field tensor F ". is. known, . the vectors E,. E*, 
and n may be determined by solvmg the elgenvalue equatlOn 
F •• S- = XSe. The vectors e, e*, a~d n correspond to the 
eigenvalues tX, - £X, and 0, respectlVely. The vectors E and 
E* are then determined except for an arbitrary phase and 
n is given except for an arbitrary real multiplier. 

field configuration then consists of the following: 
(a) a plane wave; (b) a static magnetic field with 
magnitude H and a direction parallel to the direction 
of propagation of the plane wave; (c) a static electric 
and a static magnetic field. These additional fields 
have an arbitrary magnitude except that the extra 
electric field is equal to the extra magnetic field. 
The extra fields are perpendicular to each other and 
toH. 

n. DETERMINATION OF CLASSICAL 
TRAJECTORIES 

With our conventions the classical equations of 
motion are 

mXl' = -eF,.,x·, (2.1) 

where the dots indicate differentiation with respect to 
the proper time (s). By using the expression given by 
Eq. (1.3) for F"" and noting that AI' = n·x dA,./dO, 
this may be written as 

- en"x·(dAjdO) + eA,.. (2.2) 

Each term on the right-hand side of Eq. (2.2) is 
orthogonal to the vector n. By taking the inner 
product of this equation with n we obtain 

n·i = 0. (2.3) 

It follows then, that by an appropriate choice for 
the origin of the proper time, we may set 

0= as (2.4) 

with a constant. The electron moves in such a way 
that its ct clock" keeps time by the phase of the wave. 

If we now introduce the quantity 

P,,(s) = mxl' + ieHE"e*'x - ieHe~E'x - eA~, (2.5) 

we find that p .. satisfies the equation 

p .. (s) = -enl'(dA.jdO)x'. (2.6) 

We may then write 

P,,(s) = PI'( - co) + n"l(s) (2.7) 

with 

j(s) = -e(dA/dO)·x. (2.8) 

Since the longitudinal parts of PI' and the kinetic 
momentum mxl' are equal, and since n" is in the 
direction of the energy and momentum vector of 
the plane wave, Eq. (2.6) has an obvious interpreta­
tion in terms of the absorption of photons. 

The right-hand side of Eq. (2.8) depends only on 
the transverse components of x. Inspection of the 
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transverse part of Eq. (2.2) reveals that this equa­
tion is formally equivalent to the problem of deter­
mining the transverse motion of a nonrelativistic 
particle moving in a static field and a time-dependent 
electric field. In this formal equivalence the proper 
time plays the role of the nonrelativistic ordinary 
time. These equations can be solved. Once the trans­
verse motion is determined, the right-hand side of 
Eq. (2.8) is known and the longitudinal motion can 
be obtained by an integration. 

A more explicit expression for 1(s) is easily ob­
tained. According to the analogy, j(s) is essentially 
given by the electric field multiplied by the velocity. 
As a result 1(s) is the change in the nonrelativistic 
kinetic energy. Guided by these considerations we 
immediately obtain 

l(s) = -~ [~ ti(s) - L~ ~ ti(s) J. (2.10) 

An alternate derivation of Eq. (2.10) starts with 
the observation that X2 = -1. By considering the 
longitudinal and transverse parts of this expression 
separately and using Eqs. (2.7) and (2.5) for the 
longitudinal parts we again arrive at Eq. (2.10). 

In order to complete the solution it is necessary 
to determine the transverse motion. By taking the 
inner product of Eq. (2.5) with E, and noting that 
EOP = EOP( - ro) we obtain 

mEOX - ieHE"x - eEoA = EOP(-ro). 

This has the solution 

EOX = ..£ EOP( - ro) + C( - ro )e'''''' 
eB 

(2.11) 

(2.12) 

where C( - ro) is a constant and woe =eH/m) is the 
cyclotron frequency. This, plus the equation for 
E*oX obtained by complex conjugation, completes 
the solution. 

An alternative form of the solution is of some in­
terest. If we write 

EOX = X(s) + C(s)e'''''', (2.13) 

and 

. . C() '''' •• E'X = ~Wo S e , (2.14) 

then the two unknowns X(s) and C(s) can be deter­
mined in terms of E'X and E·X. This form is of some 
interest in that X and C constant corresponds to the 
solution without the radiation field. In this case X 
locates the guiding center for the orbit and C gives 
the radius and phase angle for the orbit. The proper 

time-dependent X and C may then be interpreted as 
instantaneous values of these quantities. We find 

X(s) = (i/eB)P(- ro)'E + (ie/mwo)A(as)'E (2.15) 

and 

C(s) = C( - ro) - ~ f' ds' e-''''o,' dd, E·A(as'). 
mwo _a> S 

(2.16) 

Thus, X and C have finite limits as lsi ~ ro which 
represent the final position of the guiding center 
and the final radius and phase of the circular orbit, 
respectively. 

The relations 

X( ro) = X( - ro) + (ie/mwo)E' A( ro) (2.17) 

e'() C( ) ie f+a> d' -''''0'' d A(') ro = - ro - - s e -, EO as 
mwo -co ds 

(2.18) 

constitute the classical scattering matrix. 
It is easy to see from these relations that it is 

possible to have a resonance. Consider a right cir­
cularly polarized plane wave which is sinusoidal 
with frequency w for a period of time T. For such a 
wave the electric field is rotating with the same sense 
as the electron. While the field is on EoA will have 
the form EoA = IE.Ale''''"· with IE·AI a complex 
constant. For those electrons with an initial momen­
tum in the z direction such that the Doppler-shifted 
frequency is equal to the cyclotron frequency 
(wa = wo) we will have 

C(ro) = C(-ro) + (e/m)T IEoAI. (2.19) 

The radius of the circular orbit increases linearly 
with the time T that the wave is present. [For T 
sufficiently large that the second term in Eq. (2.19) 
dominates.] The energy then goes up quadratically 
with T. It is interesting to note that the change in 
the position of the guiding center goes as the zeroeth 
power of T, depending only on the net impulse. 

m. KLEIN-GORDON EQUATION 

The Klein-Gordon equation is 

{m2 + [-iiJ + eA(xL) + eA(0)]2}q,(x) = O. (3.1) 

Since the coefficients depend only on XL and 0, 
solutions of the form 

(3.2) 

exist. Without loss of generality we require that p 
be longitudinal. We also introduce the operators 
71'" = -iiJ" + eA,,(xL). In the absence of the radia­
tion field, these operators represent the kinetic mo-
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mentum of the particle. They satisfy the commuta­
tion relations 

(3.3) 

In order to facilitate comparison with the classical 
solutions we replace the variable 8 by the proper 
time, 8, defined so that 

8 = nop/m = as. (3.4) 

We then have 

[m~ + (p - in ~ ~ + 7r.L + eA(as))2]<I>p = O. 
n·p as 

(3.5) 

This may be rewritten in the form 

[i :s + fm - 2~ (7r.L + eA(as)r]<I>" = 0, (3.6) 

with p1 = - (m2 + p2). In complete analogy with 
the classical situation, this is the Schrodinger equa­
tion describing the nonrelativistic motion of a 
charged particle in a static magnetic field with an 
additional time-dependent electric field present. 

We will solve Eq. (3.6) by making a suitable trans­
formation. It seems appropriate to indicate the rea­
soning which led to the selection of such a transfor­
mation. The quantum mechanical problem is most 
easily solved in the Heisenberg representation. In 
this representation the classical equations of motion 
are also true quantum mechanically. Because the 
equations are linear, the classical solutions given 
by Eqs. (2.15) and (2.16) are also valid quantum 
mechanically provided },(s), C(s), },( - CD), and 
C( - CD) are treated as noncommuting operators. 
Since },(s) and C(s) satisfy the same commutation 
relations as },( - CD) and C( - CD) the operators at a 
time s are related to the operators at a time - CD by 
a unitary transformation. By going from the Heisen­
berg representation to the Schrodinger representa­
tion it is found that the same unitary transformation 
serves to solve the Schrodinger equation. Rather 
than go through this lengthy procedure we introduce 
the appropriate unitary transformation as an ansatz. 

If K(s) is a transverse vector the following identi­
ties hold: 

and 

eiKo"i ~ e- iKo" = i ~ + 7r o /( - ~ K~F~.(H)K·. (3.8) as as 2 

The combination eiK '" <1>" then satisfies the equation 

[
. a e . p; 
~ - + K 0 7r - - KoF(H)oK +­

as 2 2m 

We now determine K by the requirement that the 
terms linear in 7r drop out of Eq. (3.9). This leads 
to the classical equation 

(3.10) 

The condition K ( - CD) = 0 then determines K com­
pletely. The component eoK is given by the third 
term on the right-hand side of Eq. (2.12) and e*oK 
is obtained by complex conjugation. 

When the terms linear in 7r have been eliminated, 
it is found that the equation separates so that 

[i :s - j(S)}'KO"<I>" = 0, (3.11) 

with 

J(s) = roo ds' [~K(S')oF(H)oK(S') 

+ 2~ (-eF(H)oK(S') + eA(as'))2J, (3.12) 

and 

(3.13) 

The separation constant has been determined by 
demanding that p be the incoming longitudinal mo­
mentum. This implies that lim. __ ", o<l>,,/os = O. 

These equations are now quite tractable. In parti­
cular Eq. (3.13) describes a particle in a uniform 
static magnetic field. This is a problem which has 
been discussed by many authors. We give a brief 
sketch of the procedure by which solutions to Eq. 
(3.13) are obtained and then quote the results. 

One proceeds by noting the relation 

(3.14) 

This is the commutation relation for annihilation 
and creation operators. If e > 0 then e*o7r is the 
annihilation operator and the ground state is deter­
mined by 

(3.15) 

This is a first-order partial differential equation 
which separates if A (X.L) is a linear function of X.L' 

Once the ground state has been determined the 
excited states are given by 

(3.16) 
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Since 

(3.17) 

the allowed values of p; are given by 

p; = (2n + l)eH. (3.18) 

The separation constant which occurs in the course 
of solving Eq. (3.15) provides an additional quantum 
label for the state vectors which we do not indicate. 
The additional quantum number may be chosen in a 
large number of ways. For example it may be the 
z component of the angular momentum. The infinite 
degeneracy associated with this extra quantum label 
arises because of the invariance of the statement of 
the physical problem under transverse translations. 
(Equivalently, the degeneracy arises because the 
location of the guiding center is a constant of the 
motion.) 

Our discussion follows very closely the work of 
Johnson and Lippmann.'; We refer the interested 
reader to their paper for a more complete discussion 
of the degeneracy and for explicit forms for 'lrn(X.l)' 

A complete set of solutions of the Klein-Gordon 
equation, Eq. (3.1), is then given by 

~(p ) = eipz -iJ -iK·~,T. (x ) 
~ ,n, x e e '" n 1.' (3.19) 

IV. INTERPRETATION OF SOLUTION TO 
KLEIN-GORDON EQUATION 

The solution of the Klein-Gordon equation ob­
tained in the last section is formal in that the com­
bination e-iK· .. 'lr .. (X.l) must be evaluated. In this 
section we obtain two expressions for this quantity. 

The expression K· 7r is the sum of two terms which 
do not commute with one another, that is 

K'7r = -iK·(J + eK·A(x.l)' (4.1) 

The following simple trick6 is useful when it is neces­
sary to evaluate the exponential of a sum of non­
commuting operators. Consider the operator G(A) 
defined by 

G(A) = exp [-AK·a - ieAK.A(x.l)] exp AK·a. 

(J~f) = exp ! - [)..K· a + ie)..K· A (X1.)JI 

(4.3) 

Using the relation 

exp (-AK·a)A(x.l) exp (+AK·a) = A(x.l - AK) 

this can be written in the form 

dG(A)/aA = G(A)[-ieK·A(x.L - AK)J 

with the solution 

(4.4) 

(4.5) 

G()..) = exp [ - iel' dA' K(s)·A(x.L - A'K)]. (4.6) 

Setting A = 1 we then obtain 

e-ik·"'Ir .. (X.L) = G(l) exp (-K·a)'lr .. (X.L) = exp [-ie 

X i 1 

dA K(s)·A(x.L - AK)] X'lrn(X.L - K(s». (4.7) 

It is interesting to verify that this expression has 
the proper transformation properties when a gauge 
transformation is made. If A!'(x.l) ~ A!'(x.L) + 
dl'f(x.L) then the wavefunction q,(x) ~ e-ie'q,(x). 
Now 'lrn(X.L) has the required transformation prop­
erty but'lrn(x.L - K) does not. However, the argu­
ment of the exponential in Eq. (4.6) contains the 
term 

-ie [ dA K·af(x.L - AK) 

11 d 
= +ie 0 dA dA f(x.l - AK) 

= ie(j(x.L - K) - f(x.L»' (4.8) 

which is just what is needed to restore the correct 
transformation properties. 

It is also possible to express e-iK''''lr,. as an ex­
pansion in the functions 'If,.. In order to do this we 
note that 

(4.9) 

(4.2) is the sum of an annihilation and a creation operator. 
By differentiating this with respect to A we obtain With the aid of the identity 

6 M. H. Johnson and B. A. Lippmann, Phys. Rev. 76, 
828 (1949). A bibliography of the earlier work on this problem 
is contained in this paper. Our notation and conventions 
have been chosen so as to be consistent with this paper 
except that we set h = c = 1. 

6 This trick of introducing a parameter and then examining 
the equation obtained by differentiating the parameter pro­
vides a simple means of proving the various identities in­
volving exponential operators that we have used. 

(4.10) 

valid when the commutator of A and B commutes 
with A and B, we may write 

(4.11) 

By expanding each of the two exponentials and using 



                                                                                                                                    

1168 PETER J. REDMOND 

the matrix elements of the annihilation and creation 
operators, one obtains? 

e-'K·"w .. (Xl.) 

'" (-iK ·e*)i (-iK .e)k (eH)!<i+ k
) = e-leHK2 L...J 

j! k! 

( 
n'n" )! 

X (n _ k)i(n; _ j)! w .. ,(Xl.), (4.12) 

where the summation runs over integral values of 
j, k, and n' subject to the restrictions that n - k = 
n' - j and that the arguments of the factorials are 
all nonnegative. It is interesting to observe that if 
the system is initially in the ground state the prob­
ability, p .. , that it will be in a state n is given by the 
Poisson distribution 

p .. = (!eHK')"(I/n!)e- ieHK'. (4.13) 

V. DIRAC EQUATION 

The Dirac equation is, with our conventions, 

[m - i-y(-ia + eA(x»]<I> = O. (5.1) 

Any solution of the Dirac equation also satisfies the 
equation obtained by multiplying on the left with 
[m + i'Y( -ia + eA)] so that 

[m2 + (-ia + eA(x»2 - !ie"(p'Y.FP']<I> = O. (5.2) 

Our procedure shall be to first find a complete set 
of solutions to Eq. (5.2). We then find the linear 
combinations of these solutions which asymptoti­
cally satisfy the Dirac equation (5.1). It is easily 
seen that these linear combinations then satisfy 
the Dirac equation for all times. 

As in the case of the Klein-Gordon equation we 
may take solutions having the form 

cI>(x) = e'P%<I>p(Xl., s). (5.3) 

We make the same transformations which were suc­
cessful for the Klein-Gordon equation to obtain 

[2mi :s - pI + 71'1 + e: ('YE'YE* - 'YE*'YE) 

• ie A'()] ,J ,K'''''''' - 0 - - "{n'Y as ee'*"l> - . 
a 

(5.4) 

Now the combinations (Tp. = (1/2i)('Yp'Y. - 'Y.'Y p ) 

are the well known relativistic generalizations of the 
Pauli spin matricies. The expression S = i('YE'YE* -
'YE*'YE) is simply the component of the spin matrix 

7 This structure occurs in any problem which is equivalent 
to a quantum harmonic oscillator driven by a classical force. 
The result is derived by J. Schwinger, Phys. Rev. 91, 728 
(1953) in connection with electrodynamics with a classical 
current. He shows that polynomials involved are related 
to Laguerre polynomials. 

in the z direction. As 'Yn'YA -'YA'Yn the (T". also 
appear in this term. Since the term 'Yn'YA vanishes 
asymptotically we may choose solutions of Eq. (5.4) 
which are asymptotically eigenfunctions of S with 
eigenvalues ± 1. 

The equation separates with the separation con­
stant determined just as in the case of the Klein­
Gordon equation. We have 

[P1 - (7rf ± eH)]e,Je,K'''<I>: = 0 (5.5) 

and 

[2mi ajas + eH(S =r= 1) - (ie/a)"{n'YA(as)] 

e'Je·K'''cI>~ = O. (5.6) 

The eigenfunctions and eigenvalues of 71'1 have al­
ready been discussed. The allowed values of pI 
are then given byB 

pI = 2neH. (5.7) 

A complete set of solutions to the Dirac equation 
is then given by 

X {w .. _1(Xl.)!+(s) + W .. (Xl.)!_(S) J, (5.8) 

where ! .. are spinors determined by Eq. (5.6) and 
the requirement that the right-hand side of Eq. 
(5.8) satisfies the Dirac equation asymptotically. 

The equation for t+(s) is 

2mij+ = [eH'YE*'YE + (ie/a)"{n'YA]!+. (5.9) 

The form of the solution can be determined by solv­
ing the equation by iteration starting with ! + on 
the right-hand side approximated by a constant 
spinor U+ satisfying S U+ = u+. Now it is readily 
seen that S u+ = u+ implies 'YEU+ = O. As a result 
we find that ! + has the form 

(5.10) 

with R(s) a scalar function of s. Substituting this 
into Eq. (5.9) we obtain, after some manipulation 
of the 'Y matrices, 

[2miR - 2eHR - (ie/a)E.Ahn'YE*u+ = O. (5.11) 

This can be satisfied nontrivially only if 

R(s) = ~ e''''''j' ds' e-''''''' ~ E·A(as'). (5.12) 
2ma _00 as 

The same procedure applied to ! _ leads to the 
solution 

t- = (1 + R*'Yn'YE)u_. (5.13) 

8 M. H. Johnson and B. A. Lippmann, Phys. Rev. 77, 
702 (1950). 
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The functions Rand R* also occur in the classical 
solution where they describe the radius and phase 
of the circular orbit [see Eq. (2.16)]. 

In order to complete the solution it is only neces­
sary to determine the correct linear combination 
which asymptotically satisfies the Dirac equation. 
Suitable choices for the appropriate linear combina­
tions of u+ and u_ can be obtained by using Eqs. 
(25), (30), or (32) of Ref. 8. If this is done the results 
will not be in an explicitly covariant form. Use of 
the results of Ref. 8 corresponds to a choice of rep­
resentation of the Dirac matrices given by 

't:/ t:/ (1, 0) .(0, d) 
'Yo = ~f" f' = 0, -1' "( = -~ d, 0' 

An explicity covariant solution is also possible. 
The asymptotic form of the Dirac equation is 

(m - i'YP - i'Y'II"J.)<I:>A(XJ.) = 0. (5.14) 

In order to treat this equation we require a rep­
resentation of the Dirac matrices. A convenient 
representation is obtained by considering the spinors 
satisfying 

Su(X, u) = uu(X, u), (5.15) 

and 
'YpSu(X, u) = 'th( _p2)!U(X, u), (5.16) 

where X and u take on the values ± 1. In this rep­
resentation 'YP is also diagonal. The combination 
'YpS is more convenient since it commutes with both 
'YP and 'Y'II" J.. These spinors may be used to form the 
basis for a representation of the Dirac matrices. 
The representation is not unique since the relative 
phases of the different u(X, u) are arbitrary. By choos­
ing an explicit representation the relative phases are 
specified. 

It is convenient to introduce the quantities 
x(n, X, u, xJ.) defined by 

x(n, X, + 1, xJ.) = 'lJrn - 1 (xJ.)u(X, + 1) (5.17) 

and 
x(n, X, - 1, xJ.) = 'IJr,,(xJ.)u(X, - 1). (5.18) 

It is also simpler to introduce the vector q defined 
uniquely by the conditions 

q. t = q' t* = q.p = 0. (5.19) 

and 

q·n = p·n = mao (5.20) 

It is readily found that q2 = - p2 and 

np = (ma/p2)(pp - qp). (5.21) 

A completely satisfactory representation of the 
Dirac matrices is then given by: 

'Y'II"X(n, X, u, xJ.) = (2neH)ix (n, X, -u, xJ.) (5.22) 

'YPx(n, X, u, xJ.) = i( _p2)i(Xu)x(n, X, u, xJ.) (5.23) 

'Ytx(n, X, +1, xJ.) = 'Yt*x(n, X, -1, xJ.) = ° (5.24) 

'YEX(n, X, -1, xJ.) = V2x(n + 1, X, +1, xJ.) (2.25) 

'YE*x(n, X, +1, xJ.) = V2x(n - 1, X, -1, xJ.) (5.26) 

and 

'Yqx(n, X, u, xJ.) = u(_p2)ix(n, -X, u, xJ.)' (5.27) 

In this representation the Dirac matrices are self­
adjoint if the adjoint (t) is related to the Hermitian 
conjugate (*) by 

(5.28) 

The asymptotic solutions to the Dirac equation 
then have the form 

<I:>A(p, n, X, xJ.) 

= ax(n, X, +1, xJ.) + bx(n, X, -1, xJ.) (5.29) 

and the Dirac equation reduces to 

(m + X -vC"ll)a - i(2neH)ib = ° (5.30) 

and 

-i(2neH)ia + (m - X -vC"ll)b = 0. (5.31) 

The equations are consistent only if p; == - (m2 + 
p2) = 2neH which is the result we had previously 
obtained in Eq. (5.7). For correct normalization 
we must choose a and b so that lal 2 + IW = 1. 

Finally, the solutions of the complete problem are 

<I:>(p, n, X, x) 

= e'Px-,J-iK'''[(l + R')'n'Yt*)ax(n, X, +1, xJ.) 

+ (1 + R*')'n'YE)bx(n, X, -1, xJ.)]. (5.32) 
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Solution of the Integral Equation for VO Scattering in the Lee Model* 

CHARLES M. SOMMERFIELD 

Department of PhY8ic8, Yale University, New Haven, Connecticut 
(Received 7 December 1964) 

A deductive procedure is presented for obtaining the solution of the integral equation for V () scat­
tering in the Lee model. 

A SOLUTION of the Kallen-Pauli integral equa­
tionl for VB scattering in the Lee mode12 was 

presented recently by Kenschaft and Amado.a
,4 In 

this note we describe a deductive procedure for ob­
taining this solution and for demonstrating its 
uniqueness. 

The equation may be written in the form 

1 11'" w' ./J ) -- - - dw I 
'*"W = W 11' I' Wo - W + iO 

1m K+(w') "'(w') (1) 
X K+(wo - w') w' + w - Wo - iO ' 

where p. > 0 and where K+(w/' is the boundary 
value K(w + iO) of a function of a complex variable 
K(z) given by 

K(z) = 1 + ~ J'" dx U(x) . 
11'" x(x - z) 

The real function U(x) is continuous on the interval 
of integration and approaches zero at both ends 
thereof so that U(x) = O[(x2 

- l)!] for x -7 p. 

and J: dx[U(x)/x] < ex:>. It is also such that K(z) 
has no zeros in the complex plane. The domain 
of "physical" interest for the real parameter Wo is 
p. ~ Wo < ex:> • We will first solve the equation for 
the simpler case 0 < Wo < p., however, and then 
indicate how the method is applied to the "physical" 
situation. 

We see that for 0 < Wo < p. Eq. (1) is a non­
singular Fredholm equation with square-integrable 
kernel for the function !few) on the interval Wo - P. 

< w < ex:>. The solution in this interval is thus 
unique. We use Eq. (1) to extend the range of de-

* Research supported in part by a grant from the National 
Science Foundation. 

1 G. Kallen and W. Pauli, Kgl. Danske Videnskab. Selskab, 
Mat.-Fys. Medd. 30, No.7 (1955). 

2 T. D. Lee, Phys. Rev. 95, 1329 (1954). 
3 R. P. Kenschaft and R. D. Amado, J. Math. Phys. 5, 

1340 (1964). . 
4 The solution to the V () problem has also been obtamed 

using different techniques by M. Vaughn (private communica­
tion) and A. Pagnamenta (University of Maryland preprint). 

• In the notation of Ref. 3, K+(w) = h(w);w. 

finition of !few) into the rest of the complex w plane. 
It is clear that !few) is then an analytic function 
of w except for a pole at w = 0 with residue -1 and 
a cut extending along the real axis from - ex:> to 
Wo - p.. The discontinuity across the cut is given by 

(2i)-I[!f(w + iO) - !f(w - iO)] 

{

WO - Co.! 1m K+(wo - w) !f(w _ w) 
= W K+(w) 0, 

wSwo-p. 

0, w>wo-p.. 
(2) 

Referring to Fig. 1, we see that Eq. (1) may be 

Cz o 
WQ-W 

C, c, 

o (::::~ ===:::" ==== 
Wo-JJ. Wo it 

FIG. 1. Integration contours for Wo < p.. 

written in terms of a contour integral: 

!few) = -1. _.lJ dw' w' 
w 211'i 0, Wo - w' 

x K(w/) !few') 
K(wo - w') w' + w - Wo 

It follows from Eq. (1) that !few) = O(/wrl) as 
w -7 ex:> along the positive real axis, and indeed 
that !few) = O(lwl- l

) for w -7 ex:> in any direction 
in the complex plane. The contour C1 may then be 
deformed so as to yield integrals along C2, Ca, and 
C4 together with a vanishing contribution from a 

1170 
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contour at infinity. We obtain by this procedure 

1/;(w) + Wo : w K(~(~ w) 1/;(wo _ w) 

= _.! + woK(wo) if;(wo) 
w w 

1 j""-P w' K(w' ) 1 +- W -
7r _m Wo - w' w' + w - Wo 2i 

x [. 1/;(w' + iO) _ if;(w' - iO) ] (3) 
K(wo - w' - iO) K(wo - w' + iO) , 

where, for convenience in what follows, we have 
moved the contribution arising from C 2 to the left­
hand side. 

Consider for a moment the function 

L(w) = 1/;(w) + Wo : w K(~(~ w) if;(wo - w). (4) 

According to Eq. (2), L(w) has no cut for w ::; p., 

but can be discontinuous for w > p.. Except for a 
pole at w = 0 it has no other singularity and is 
O(lwr 1

) at ro. The function wK(w)L(w) then has 
a possible cut for w > p., no pole, and goes to a 
constant at ro. But according to the construction 
of Eq. (4), 

wK(w)L(w) = (wo - w)K(wo - w)L(wo - w), 

so that wK(w)L(w) cannot have a cut at all, is thus 
an entire function, and is indeed just a constant, 
as dictated by its behavior for large Iwl. Evaluating 
the constant in terms of L(wo) we obtain 

(5) 

In arriving at Eq. (5) we used the statements 
lim",_",. (w - wo)1/;(w - wo) = -1 and K(O) = 1. 

We now observe that Eq. (3) provides an expres­
sion for the discontinuity of the function 

Q(w) = -if;(wo - w)/K(w) 

across the real axis in terms of the known dis-

C2 

8 

C3 

C4 
8wo c, 

; .) c· . 
wo-u u 

FIG. 2. Integration contours for,.,. ~ Wo < 2,.,.. 

continuity of L(w) as follows: 

if;(wo)woK(wo) - 1 1m [_l_J 
w K+(w) 

Wo - w 1 = --- K(wo - w) -2' 
w z 

x [Q(w + iO) - Q(w - iO)], w '2.p.. 

According to its definition Q(w) has no cut for w < p., 

has a pole at w = Wo with residue -1/K(wo) and 
is O(lwr 1

) at ro. Thus we may use the Cauchy 
integral theorem to express Q(w) in terms of its pole 
and the discontinuity across its cut and so discover 
that 

1/;(w) 
K(wo - w) .! 

K(wo) w 

+ [if;(wo)woK(wo) - 1JK(wo - w)A(w), (6) 

where 

11
m 

1 1 A(w) = - dw' I I 
7r P W - Wo + w Wo - w 

1 1 X K(wo _ w') 1m K+(w/)' (7) 

The value of 1/;(wo) may be found by solving the 
algebraic equation obtained from Eq. (6) by the 
substitution w = Wo: 

1 

We obtain, consequently, 

if;(w) = - K(wo - w) 

[ 
1 + 2A(w) J 

X wK(wo) 1 - woK(wo)A(wo) . 
(8) 

If 1 - woK(wo)A(wo) = 0, Eq. (1) has no solution 

c 2 

8 
Wa-w 

c. ; 
c· 

lJ. 

FIG. 3. Integration contours for 2,.,. ~ woo 
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by the associated homogeneous equation does. This 
would correspond to a bound state in the VB channel. 

We note that the same procedure we have illus­
trated will work for 2J.1. > Wo ;::: J.I.. Now however, 
Wo has moved above the right-hand cut as in Fig. 2, 
as demanded by the denominator Wo - w' + iO 
in Eq. (1). And for Wo > 2J.1., l/t(w) is discontinuous 
within the interval of integration of Eq. (1). Then, 
according to the denominator w' + w - Wo - iO 
we are to interpret l/t(w') as l/t(w' - iO) so that the 
integration contours are as in Fig. 3. In both cases 

JOURNAL OF MATHEMATICAL PHYSICS 

everything goes through as before except that in 
Eqs. (7) and (8), Wo, as it appears in all places 
except in the denominator w' - Wo + w, is to be 
interpreted as Wo + iO. 
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We assume that the Wightman distributions are tempered and that they are boundary values of 
functions analytic in the forward tube. Under these conditions a sequence of such distributions may 
converge in Borchers' topology. The necessary and sufficient conditions for such convergence are 
spelled out in terms of the corresponding analytic functions. The two cases with and without the 
assumption of the spectral condition are separately treated. A discussion of other topologies and some 
examples of the use of this technique are given. 

1. INTRODUCTION 

LET cf>(x) be a quantum field/ so that smeared 
with a test function f in ~, it yields an operator 

cf>(J). We can then ask when the field cf>(f) and the 
theory it describes can be approximated, either by 
a sequence of fields or by some other method. In 
order to discuss the approximation it is necessary 
to introduce a topology into the space in question. 
We first must decide on a suitable approximation 
concept, and toward this end we consider a few 
examples. 

(1) Let cf>",(f) and cf>j(f) be fields all of which 
satisfy the Borchers-Zimmermann growth condition2 

with radius of convergence greater than Ro. Then 
for all real test functions f E ID, the closure of each 
of the operators cf>n(f) is self-adjoint. Thus, we might 
say that cf>j approximates cf>", (ultra) weakly, (ultra) 
strongly or uniformly if, for all real f E :n, the 

1 R. F. Streater and A. S. Wightman, peT, Spin and 
Statistics and All That (W. A. Benjamin, Inc., New York, 
1964), Chap. III. 

2 H. J. Borchers and W. Zimmermann, Nuovo Cimento 31, 
1047 (1964). 

corresponding unitaries Uj(f) = e''''j(f)e-''''~(II con­
verge to the identity in the respective operator 
topology as j --t <Xl. Furthermore, we know from 
the Borchers-Zimmermann condition that for tIl 
. .. , tn in some sufficiently small polycircle, then 
for all j the vacuum expectation functionals 

are holomorphic functions in t1 , ••• , tn. Since weak 
convergence of 

to the identity implies the convergence of the vacuum 
expectation functions, we know from the analyticity 
that the coefficients (cf>j(f 1) ... cf>j(f.» tend to 
(cf>",(fl) •.• cf>",(fm» as j tends to 00. However, the 
converse statement is not true; convergence of the 
Wightman functions one by one in ~' does not imply 
weak convergence of the U., nor even convergence 
of (l/to, e''''·(f)l/to). In fact, if each (l/to, ei"'.(f)Il/to) is 
analytic for all n with a radius of convergence in t 
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by the associated homogeneous equation does. This 
would correspond to a bound state in the VB channel. 

We note that the same procedure we have illus­
trated will work for 2J.1. > Wo ;::: J.I.. Now however, 
Wo has moved above the right-hand cut as in Fig. 2, 
as demanded by the denominator Wo - w' + iO 
in Eq. (1). And for Wo > 2J.1., l/t(w) is discontinuous 
within the interval of integration of Eq. (1). Then, 
according to the denominator w' + w - Wo - iO 
we are to interpret l/t(w') as l/t(w' - iO) so that the 
integration contours are as in Fig. 3. In both cases 

JOURNAL OF MATHEMATICAL PHYSICS 

everything goes through as before except that in 
Eqs. (7) and (8), Wo, as it appears in all places 
except in the denominator w' - Wo + w, is to be 
interpreted as Wo + iO. 
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We assume that the Wightman distributions are tempered and that they are boundary values of 
functions analytic in the forward tube. Under these conditions a sequence of such distributions may 
converge in Borchers' topology. The necessary and sufficient conditions for such convergence are 
spelled out in terms of the corresponding analytic functions. The two cases with and without the 
assumption of the spectral condition are separately treated. A discussion of other topologies and some 
examples of the use of this technique are given. 

1. INTRODUCTION 

LET cf>(x) be a quantum field/ so that smeared 
with a test function f in ~, it yields an operator 

cf>(J). We can then ask when the field cf>(f) and the 
theory it describes can be approximated, either by 
a sequence of fields or by some other method. In 
order to discuss the approximation it is necessary 
to introduce a topology into the space in question. 
We first must decide on a suitable approximation 
concept, and toward this end we consider a few 
examples. 

(1) Let cf>",(f) and cf>j(f) be fields all of which 
satisfy the Borchers-Zimmermann growth condition2 

with radius of convergence greater than Ro. Then 
for all real test functions f E ID, the closure of each 
of the operators cf>n(f) is self-adjoint. Thus, we might 
say that cf>j approximates cf>", (ultra) weakly, (ultra) 
strongly or uniformly if, for all real f E :n, the 

1 R. F. Streater and A. S. Wightman, peT, Spin and 
Statistics and All That (W. A. Benjamin, Inc., New York, 
1964), Chap. III. 

2 H. J. Borchers and W. Zimmermann, Nuovo Cimento 31, 
1047 (1964). 

corresponding unitaries Uj(f) = e''''j(f)e-''''~(II con­
verge to the identity in the respective operator 
topology as j --t <Xl. Furthermore, we know from 
the Borchers-Zimmermann condition that for tIl 
. .. , tn in some sufficiently small polycircle, then 
for all j the vacuum expectation functionals 

are holomorphic functions in t1 , ••• , tn. Since weak 
convergence of 

to the identity implies the convergence of the vacuum 
expectation functions, we know from the analyticity 
that the coefficients (cf>j(f 1) ... cf>j(f.» tend to 
(cf>",(fl) •.• cf>",(fm» as j tends to 00. However, the 
converse statement is not true; convergence of the 
Wightman functions one by one in ~' does not imply 
weak convergence of the U., nor even convergence 
of (l/to, e''''·(f)l/to). In fact, if each (l/to, ei"'.(f)Il/to) is 
analytic for all n with a radius of convergence in t 
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greater than Ro, then a necessary and sufficient con­
dition for (¥to, ei 4>ftU)I¥to) ~ (¥to, ei 4>mU) I¥tO) is that the 
Wightman functions (¥to, q,n(f)m¥to) converge to 
(¥to, q, .. (j)m¥to) uniformly in m as n ~ ex>. The relation 
of convergence of the Wightman functions to con­
vergence in any of the above operator topologies 
is not clear. 

(2) The q,n may be fields but not self-adjoint. In 
this case the unitaries U; could be replaced by a dis­
cussion of convergence of the Stone matrices3 corre­
sponding to q,;, in one of the above topologies. How­
ever, these operators are even farther removed from 
the vacuum expectation values or other computable 
matrix elements. 

(3) A weaker notion of convergence has been dis­
cussed by Borchers.4 He introduces a topology 
directly on the space 2; of sequences of test functions, 
so that 2; is a locally convex, separable, complete 
space. The bounded sets of 2; have only a finite 
number of nonzero components, so that an element 
T of the dual 2;' when applied to f E 2; will be a 
finite sum of functionals in ~' applied to test func­
tions in \B. Hence, a sequence Tn C 2;' will converge 
as n ~ ex> to T .. in the weak topology of 2;' if and 
only if each element T k •n of \B'l converges as n ~ ex> 

to an element Tk ... of \BIl' Here 

k-O 

As in \B', this implies convergence III the strong 
topology of 2;'. 

This notion of convergence is useful, since 2;' is 
complete. Then a Wightman functional W E 2;' is 
defined as one which satisfies 

Lorentz 
invariance: W«a, A)g) = W(g); 

Spectrum: W(g) = 0, Vg E Msp; (W) 

Locality: W(g) = 0, Vg E Ie; 

Positivity: W(g+ X g) ~ 0, Vg. 

These conditions and uniqueness of the vacuum 
allow the construction of a Hilbert space and a field 
operator with W as Wightman functiona1. 1

•
4 Since 

.2;' is complete, if {Wn } is a sequence of Wightman 
functionals, and {Wn } converges in 2;' to W .. as 
n ~ ex>, then W .. also satisfies the conditions to be 
a Wightman functional, and hence has a correspond­
ing field. 4 Actually, if only anyone of the above 
conditions (W) is satisfied for a convergent sequence 
of functionals {Tn} C 2;', then the limit also satisfies 

aM. H. Stone, J. Indian Math. Soc. 15, 155 (1951). 
• H. J. Borchers, Nuovo Cimento 24, 214 (1962), Appendix. 

this condition, positivity for example. Thus, we can 
speak of approximations of a field theory by dis­
tributions which do not have all the properties 
necessary to give rise to fields. 

As mentioned above, the necessary and sufficient 
condition for convergence in 2;' is convergence of 
each component distribution T k •n E \B'l of the 
sequence Tk E 2;', where T k •n is a distribution in 
k vector variables of 1 components and each con­
verges in \B'l' The purpose of this note is to translate 
convergence of these functionals into convergence 
of the holomorphic functions, the Wightman func­
tions, which give the distributions as boundary 
values. That is, we spell out the induced topology 
on the analytic functions. A more general case will 
be considered than the one analyzed in Ref. 4; we 
only require temperedness of the distributions, and 
the fact that they are boundary values of analytic 
functions. Then the spectral condition is formulated 
and we give two conditions on the convergence of 
the analytic functions depending on whether or not 
the distributions obey the spectral condition. In Sec. 
3, a number of examples of applications are given 
for the theorems, some of which prove other prop­
erties of the limiting functionals than the four men­
tioned above. 

We note that every Wightman functional W E 2;' 

can be expressed as 

k-O 

where W k is the distribution boundary value of a 
function analytic in the tube ~kl = Rk' - ir. 
The necessary and sufficient condition for conver­
gence of a sequence of such Wk (and hence a sequence 
of such W functionals) will be given in Theorem 1. 
Hence, it is possible to put a topology on the space 
of analytic functions having Wightman functionals 
as boundary values by using this criterion of con­
vergence. This topology will give this space of an­
alytic functions a structure which is topologically 
equivalent to the structure on W (\ 2;' analyzed 
by Borchers in Ref. 4. Therefore, Borchers' theorem 
A6 shows this space of analytic functionals is 
complete . 

II. EXCHANGE OF LIMITS 

N otation: We consider distributions in ml var­
iables consisting of m l-vectors. The scalar product 
xp will be taken to mean 

where p. indexes the components of a given vector 
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and i the different vectors. In Theorem 1 we restrict 
the support of Tn (denoted from now on by "supp 
T,,") to lie in r. For each set r we define r to be 
the dual of r and those points such that 

r = {x i xp 2:: 0 for all pEr). 

Note that for all r, r is a convex cone. In ordinary 
applications, r would be the direct product of n 
forward light cones, r = V?,. In this case r = r. 
We also denote the Euclidean length of a vector by 

m l-1 

Ilxl1 2 = L: L: Ix(i)~12. 

In general we follow the notation of Ref. 1, Chap. 2. 

Definition 1. Spectral Condition: We say that a 
sequence of tempered distributions {Tn) obey the 
spectral condition if there is a compact C and a r 
such that the interior of r is nonempty, and (supp 
Tn) C (r U C) for all n. Note that C allows us 
to extend the support of our distributions outside 
r but only in some fixed compact. In one dimension, 
for instance, we could take r = {p i P 2:: 0), C = 
{Pi -a :::; p :::; a) so the support in p can run 
down to -a. 

We can now state the following Limit Theorem 
with Spectral Condition: 

Theorem 1. Let F n be a sequence of tempered 
distributions such that the Fourier transforms 
jjFn = Tn have support in r U C. Then if r is 
nonempty, Fn is the boundary value of a function 
F .. holomorphic in i = Rml 

- ir. Suppose that 
{Fn) is a weakly bounded set in ®', that is, for 
each I E ~, Fn(f) is bounded as n varies. Then 
the holomorphic functions are uniformly bounded 
in the sense that for each compact K of r there is 
a polynomial p. and an integer r such that for all 
~ for all t in the range 0 < t < 1, and for T} E K, 

IFn(~ - itT}) I < p.(~)/t' (1) 

independently of n. Moreover, if for all I E ®, 
Fn(f) ~ F ",(f) as n ~ CD, then the analytic functions 
Fn(~ - iT}) converge to F ",(~ - iT}) uniformly on 
all compacts in i. 

Conversely, let Fn(~ - iT}) be a sequence of func­
tions holomorphic in the tube i = R m 

I - i r. 
Suppose that for each compact K of r there is a 
polynomial p. and an integer r such that for all ~ 
for all t in the range 0 < t < 1 and for T} E K 

independently of n. Then as T} approaches zero in 
the interior of r, Fn(~ - iT}) has a tempered dis-

tribution boundary value Fn, and as n varies, Fn 
varies over a strongly bounded set of ®'. In addi­
tion, if the analytic functions converge pointwise, 
Fn(~ - iT}) ~ F ",(~ - iT}) for all ~ - iT} in i, then 
the boundary values F n converge to F", in the strong 
topology of ®', that is the convergence is uniform 
on bounded sets of ®. 

Prool. Suppose that {Fn) is a weakly bounded 
set in ®'. Thus, by the theorem of Mackey5 it is 
bounded in the strong topology of ®', that is bounded 
on bounded sets of ®. Let the seminorms which 
define ® be given an increasing order, li/il. :::; Ilflli+l 
and let ®i be the space of functions with finite 
i-norm. Then ®. ~ ®i+l and every bounded Bet 
of ®' is contained in some ®~ and is bounded in 
norm in this space. 6 Thus we know that the F" 
are equicontinuous, that is, there exists a given semi­
norm II II i and a constant C such that for all f in 
® and independently of n 

(2) 

On the other hand, it is shown in Ref. 1 that the 
Fourier transform of F n , T" = jjFn, has the property 
that it can be written 

(3) 

where 

with T}i E rand T} in the convex hull of the T}i' 
In this form a(p i T}) E ®", S" E ®~. 7 

Thus, Sn = {L:~1 e -"q,} Tn. Since supp Tn C 
r U C, it is possible to choose h(p) so that h(p) = 1 
if pEr U C and 

h(P){ ~ e-""'} E ®. 

Hence 

(4) 

and as F n varies over a strongly bounded set of ®', 
so does Sn' This follows since both Fourier trans­
formation and multiplication by an element of ® 
are continuous linear transformations from ~' to 
@:S'. Hence, by estimate (2) for bounded sets we 

I> N. Bourbaki, Espaces Vectorials Topologiques (Hermann 
& Cie., Paris, 1955), Chap. IV, p. 70, Sec. 2, Theorem 3. See 
also L. Schwartz, Theorie des Distributions (Hermann & Cie., 
Paris, 1959), Vol. I, Chap. III, Sec. 2 and Vol. II, p. 91. 

61. M. Guelfand and G. E. Silov, Les Distributions (Dunod 
Cie., Paris, 1964), Vol. II, page 45, Theorem 2. See also Ref. 5. 

7 Streater and Wightman, Ref. 1, p. 55-56. 
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know there exist a constant C and integer i such 
that for all f E ~ and independently of n 

I s .. (f) I ::; C IIfll;· (5) 

Also 

I G:.'"+2) (~ - itTJ) - G~r+2) (~) I 

= If dtIG!r+!)(~ - itlTJ) I ::; t IP.(m· (12) 
By taking f(p, ~, 71) = a(p; TJ)ei(p·n we have 

S .. (f) = F,,(~ - iTJ) 
and so 

(6) Thus, for any g(~) E ~, and 0 < t < 1, it follows 
that for 71 E K, and for any polynomial Q(~) we have 

Furthermore, as 71 varies over a compact K in the 
cone f, and 0 < t < 1, we have from (7) that 
there is a polynomial p. and integer r such thae 

(8) 

This proves that the F" satisfy a uniform bound. 
If, furthermore, F" converges weakly to F '" in ~/, 
then since f = ae,pE E ~, we know that S .. (f) 
converges to S",(f) as S" is a continuous function 
of a cOl'lvergent series F". Hence, 

IF,,(~ - itTJ) - F ",(~ - itTJ) I 

= I(S" - S",)(a(p; tTJ)e iPE)I ~ O. (9) 

Thus, F,,(~ - iTJ) converges pointwise in the tube 
i = R~' - if. However, (8) gives a uniform bound 
on all compacts in i and thus by the Vitale con­
vergence theorem,9 F,,(~ - iTJ) ~ F",(~ - iTJ) uni­
formly on all compacts in the tube. 

Conversely, suppose that the Fn(~ - iTJ) are 
holomorphic in i and satisfy bound (1) for 71 in 
a compact of f as described above. Define the 
sequence of functions 

G~m) (~ - itTJ) 

(10) 

For 71 E f, 0 < t ::; 1, F,,(~ - itTJ) is holomorphic, 
so G~") is also holomorphic in the tube. Furthermore, 
for 7J E K, estimate (1) yields the bounds 

IG!r-!)(~ - itTJ) I ::; It dtll t' dt2 ... 

X Itm
-, dtml Fn(~ - itmTJ) II .. · II 

::; IP.(~)I/t 

IG!r)(~ - itTJ) I ::; IP.(~) I Ilog tl 

IG~r+!)(~ - itTJ) I ::; IP.(~) 1 

I G~r+2) (~ - itTJ) I < IP .(~) I. 
8 Streater and Wightman, Ref. 1, p. 62. 

(11) 

9 L. Bieberbach, Lehrbuch der Funktionen Theorie (B. G. 
Teubner, Leipzig, 1921), Vol. I, p. 165. This proves the 
theorem in one variable. A simila.r proof holds for n variables. 

If G~r+2'(~ - itTJ)g(~) d~1 

{ 

1 G!r+2) (~ - itTJ) II} 
::; s~p 1 + IP.(~) I 1 + IQ(~) I 

X f de{l + IP.(e)11 {l + IQ(~/)11 Ig(nl· (13) 

The integral converges for g E ~ and is independent 
of n. Furthermore, since a polynomially bounded 
function is a tempered distribution, there is a semi­
norm II II. so that the integral is majoriz~d by 
C IIgll •. On the other hand, estimate (11) ,shows 
that the sup term is less than one. Hence 

If G!r+2)(~ - itTJ)g(~) d~l ::; C IIgII.· (14) 

Furthermore, estimate (12) shows that as t ~ 0, 
so does 

f [ G~r+2)(~ - itTJ) - G!r+2)(~) Jg(~) d~ ~ 0 (15) 

so that 

Let us choose 

I-I ( a )r+2 
g(~) = ~ iTJ~ at t(~) 

for any f E ~E' Then, for 0 < t < 1, 

f G~r+2)(~ - itTJ)g(~) d~ = f Fn(~ - itTJ)f(O d~. 

We know that the left-hand side has a continuous 
boundary value as t ~ 0, as does the right-hand 
side. Thus 

G~r+2)(g) = lim f G!r+2)(~ - itTJ)g(~) d~ 
1_0 

Hence, for all f in ~, we know from (16) that there 
exists a constant C and norm II II. such that 

IF,,(f) I = IG~r+2)(g) I ::; C "gil; ::; C IIfli. (18) 
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independently of n. This proves that F" is a strongly 
bounded set in @5'. 

Let us suppose that F,,(~-iT]) converges pointwise 
in the tube i to F~(~-iT]). Since (1) gives a uniform 
bound for F,,(~ - iT]) as ~ - iT] varies over any 
compact in the tube, we have from the Vitale con­
vergence theorem9 that F,,(~ - iTf) converges to 
F~(~ - iT]) uniformly on compacts in the tube. 
Hence, G~r+2) (~ - itT]) converges to G;:+2) (~ - itT]) 
uniformly on compacts in i, since the G's are 
primatives of a series which converges uniformly on 
compacts. We consider 

II {G!r+2)(~ - itTf) - G;:+2)(~ - itTf) 19(~) d~1 (19) 

which is majorized by estimate (13) with G!r+2) 
replaced by G:+2 - G;:+2). Again the integral term 
is bounded by C 11/11 •. By estimate (11), 

I G~r+2)(~ _ itTf) - G;:+2)(~ - itT]) I 
1 + IP.(m < 2. 

Hence, given any E > 0, we can choose a poly­
nomial Q and M so that if II~W > M, then (I + 
IQWII-1 < ! E. However, in the compact II~W :::; M, 
tT] E K, we know that IG:+2(~ - itT]) - G:+2(~ - itT]) I 
converges to zero uniformly. Thus, there is an no 
such that for all n > no the sup term is less than E. 

Furthermore. for the case t = 0 we have 

IG!r+2)(U) - G;:+2)(U) I 

:::; IG,~r+2)(g) - J G~r+2)(~ - itTf)g(~) d~/ 

+ If {G~r+2)(~ - itT]) - G~r+2)(~ - itTf)} g(~) d~1 

For the first and third terms we have from estimate 
(12) that for T] fixed in r 

/G!r+2)(U) - I G~+2) (~ - itTf)g(~) d~1 

< t J IP.(m g(~) d~ < Ct Ilgll; < Ct II/II~ (21) 

independently of n. 
Hence, given E > 0, we can choose one value 

of t and one A such that (20) is majorized by E II/II~ 
for all n. Now having fixed these two terms we use 
the majorization of (19) where we saw that given 
E > 0, there exists no such that n > no (19) is 
majorized by E 11/11 •. Hence for a given k > max (v, A) 
we have from these estimates and from (17) that 
given E > 0 then for all I E @5, there is an no such 
that for n > no 

IF,,(f) - F ~(f) I 
= IG!r+2)(g) - G;:+2)(g) I < 3E 11/11k' (22) 

This just says that F" converges to F ~ uniformly 
on bounded sets of @5, which was to be proved. 
It completes the proof. 

Theorem 1 characterizes the connection between 
limits of distributions and those of the corresponding 
analytic functions in the case when the distributions 
obey the spectral condition. It gives the necessary 
and sufficient conditions under which the order of 
these two limiting processes can be interchanged. 
That is, it tells when the following diagram commutes: 

Uniform bound of Form 1. 
Uniform convergence 

) F .. (~ - iT]) F ,,(~ - iT]) 

Bound • .." value I on compacts in the tube. I Boundru-y value . 

F"W ) F~W 
Convergence in @5' 

As usual in the case of interchange of limits, uni­
formity is essential. The uniformity of convergence 
in es' is assured from simple convergence since @5 

is a Montel space. However, this does not imply 
uniformity for the analytic functions without the 
spectral condition or some other assumption. The 
following example shows the importance of the 
spectral condition for the above proof. Consider the 

----------------------------------
case of one variable and let T,,(p) = ~(p + n) + 
~(p - n), and T ~(p) = O. Then clearly for all 
I E @5, T,,(f) ~ T ~(f) = 0, and in fact the limit 
is uniform on bounded sets of @5. Furthermore, 
F,,(~ - iTf) = 2 cos n(~ - iT]) is an entire function 
of ~ - iT] for each n, and for all T], 

lim I Fn(~ - iT])f(~) d~ = F,,(f). 
~o 
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However, there is no uniform bound of type (1), 
and for fixed 'I'J, 

~~ J Fn(~ - i'I'J)f(~) d~ = 0 

is true for all f E ~, only if 'I'J = O. Thus the limiting 
operations can not be interchanged. 

Moreover, in the case with spectral condition, 
such as T .. (p)=o(p-n), T .. (p)=O, r= {p; p 2:: 1), 
r = {'I'J; 'I'J 2:: O}, the theorem only insures a uniform 
bound and convergence on compacts inside R - if, 
that is the lower half-plane. We see that while for 
each n, F .. (~ - i'I'J) is a.n entire function of ~ - i'I'J, 
as n --t 00 the F .. diverge for 'I'J < o. 

In the more general case of any tempered dis­
tributions which are boundary values of holomorphic 
functions (without the requirement that supp T .. C 
rue where r has a nonempty interior) we can 
make the following statements. 

Theorem 2. Let T,,(p) be a set of distributions. 
Let r l be the set of all 'I'J such that e-"~T,,(p) is 
in @S; for all n. Let r 2 C r I be the set of all 'I'J in 
r l such that as n varies for 'I'J fixed, e-"~Tn is a 
bounded set of distributions in ~~. Let rae r 2 

be the set of all 'I'J in r 2 such that for fixed 'I'J, e-nT" 
is a convergent set of distributions in ~; as n tends 
to infinity. Then r 1, r 2 , and ra are convex. If the 
origin belongs to r 0, then so does t r i for 0 ::; t ::; 1. 

Proof. Suppose that 'l'J1, 'l'J2 are in rio Then for 
'I'J = a'I'Jl + (1 - ah2 we have 

e-cnT" = a(p; 'I'J){e-"~'T .. + e-"~'Tn), 
where a(p; 'I'J) = e-"~{e-"~' + e-"~'} E ~". However, 
since mUltiplication by a function of @S is a con­
tinuous linear map from @S' to ~', it sends bounded 
sequences into bounded sequences and convergent 
{'!equences into convergent ones. Hence 'I'J E r i' The 
statement about t is just convexity. 

We can now state the following Limit Theorem with­
out Spectral condition. 

Theorem 3. Let T,,(p) be a sequence of tempered 
distributions and suppose that r 1, r 2, and r a are de­
fined as in Theorem 2. If r 1 has a nonempty in­
terior, then each Fourier transform F" = liT" is 
the boundary value of a function holomorphic in 
the interior of ~1 = R ml 

- ir1• If the origin is 
in r 2, and r 2 has a nonempty interior, then the 
holomorphic functions F,,(~ - i'I'J) are uniformly 
bounded on compacts in ~2 = R ml 

- ir2 in the 
sense that for each compact K of r 2 there is a poly­
nomial P« and an integer r such that for all ~ and 

all t in the range 0 < t < 1 

IF,,(~ - it'I'J) I < P«(~)/(, 
independently of n. Furthermore, if the orlgm is 
in ra and ra has a nonempty interior, then the 
analytic functions F,,(~ - i'I'J) converge to F ",(~ - i'I'J) 
uniformly on all compacts in :ta = Rffl I - ira. 

Conversely, let F,,(~ - i'I'J) be a sequence of func­
tions holomorphic in the tube ~l' Then if each 
F.(~ - i'I'J) is bounded for all ~, all 'I'J in a compact K 

of r I and all t in the range 0 < t < 1 by 

IFnC~ - it'I'J) I < P;(~)/t', 
then F,,(~ - i'I'J) has a distribution boundary value 
as 'I'J --t 0 in r l • If r 2 has a nonempty interior and 
for each compact K of r 2 there is a uniform bound 
such that for all ~, all 'I'J E K and all t in the range 
o < t < 1, 

independently of n, then as n varies the boundary 
values {F,,} vary over a bounded set of @Sf. Further­
more, f F,,(~ - i'I'J)fW d~ define a bounded set of 
functionals in @S' as n varies and as 'I'J varies over 
any compact in r 2' If in addition the analytic func­
tions F .. (~ - i'I'J) converge pointwise in the interior 
of ~a C :t2 , that is for 'I'J E fa C r 2 , then the bound­
ary values (F .. ) converge to F", in the strong topology 
of @S'. Furthermore, the functionals F .. (~ - i'I'J) 
converge to F",(~ - i'I'J) uniformly as n tends to 
00 and 'I'J varies over a compact of ra. 

Remark. This theorem says that the above dia­
gram pertaining to Theorem 1 will commute if the 
analytic functions are considered in :ta = R"'I - ira 
and the boundary values taken as 'I'J --t 0 in ra. 

Proof. The proof is just an extension of the proof 
of Theorem 1. In that proof it could be shown that 
if 0 were contained in r h r 2, or r a, then that r i 
was contained in r. However here the various r;,s 
must be considered separately. The only modification 
of the first half of the proof is that we deduced 
in (4) that S" was a strongly bounded set. Now, 
this is assured if each 'l'Ji E r 2 • Thus if 'I'J is a vector 
in the convex hull of a set of vectors in r 2, 

e-P~Tn = a(p; 'I'J){ t, e-p",T.}. 

Each {e-"~;T,,} will now be a bounded set byassump­
tion, and multiplication by a E ~ maps this into 
a bounded set. Furthermore, as 'I'J varies over a 
compact in r 2, and stays in the convex hull of the 
'l'Ji, a(p; 7]) varies over a bounded set of @S, and so 
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{e -p~T .. } is a bounded set of @'i' for all n and all 
'YJ in a compact of r 2. We note that by Theorem 2, 
r 2 contains tr2 for 0 ~ t ~ 1, so that r 2 extends 
as a cone to the origin, and the t estimate can be 
made. This same argument is used for the conver­
gence with 'YJ in the interior of ra. 

The converse of the theorem is a straightforward 
extension of the results of Theorem 1. 

m. EXAMPLES OF APPLICATIONS 

(1) Let if> .. be fields, no the vacuum. Suppose that 
the analytic Wightman functions corresponding to 

(no, if>~(Yl) ... if>~(Yr)if>n(Yr+l) ... if>n(Y2r) no) 

+ (no, if>!(Yl) ... if>!(Yr)if>~(Yr+I)if>~(Y2r) no) 

- (no, if>~(Yl) ... if>~(Yr)if>~(Yr+l) ... if>~(Y2r) no) 

- (no, if>!(Yl) ... if>!(Yr)if>n(Yr+l) ... if>n(Y2r) no) 

with the difference variables placed in the forward 
tube converge to zero as required by the theorem. 
Then the vectors 

converge in the strong topology. 
(2) Let 1/; be any Wick polynomial of the free 

field if> defined on the domain Do, the polynomial 
algebra of if> applied to the vacuum. Then.the closure 
(1/;lno) ** has in its domain all Wick powers applied 
to Do.lo 

10 A. M. Jaffe, Ann. Phys. (N. Y.) 32, 127 (1965), Lemma 
4. Other applications can be found in this reference. 

(3) It has been shown possible to prove positive 
definiteness of 

:exp igif>(x): 

on the states of definite charge where if>(x) is a 
zero-mass free scalar field in two-dimensional space­
time. ll 

(4) The author has used this method to prove 
positive definiteness for the Thirring model field on 
a large (but not complete) set of states. 

IV. QUESTIONS 

(1) What is the relation of this convergence to 
convergence of Stone projections or other bounded 
functions of fields? That is, what is the induced 
topology on these operators in the case when the 
approximating distributions are actually a Wight­
man functional? 

(2) Can any of the forms of convergence in 
examples 1 and 2 of section I be related to con­
vergence of Wightman functionals? 

ACKNOWLEDGMENTS 

The writer is grateful for discussions with H. 
Epstein, O. Lanford, D. Prill, Professor A. Wight­
man, and M. Zerner. 

The author wishes to thank Professor L. Motchane 
for hospitality at the Institut des Hautes Etudes 
Scientifiques, and Professor M. Levy for hospitality 
at the Institut des Etudes Scientifiques de Cargese. 
He is grateful to the National Science Foundation 
for a Fellowship. 
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